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On New and Earlier Developments in
Petrenko’s Theory of Growth of
Meromorphic Functions
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To Professor Ivan I. Marchenko on his 70th birthday

Petrenko’s theory of growth of meromorphic functions lies within the
wider spectrum of Nevanlinna theory and was initiated by V.P. Petrenko
in 1960s. This paper is focused on the achievements of an outstanding
student of V.P. Petrenko, I.I. Marchenko, and his contributions to the theory.
An overview of some of I.I. Marchenko’s main results (and their further
generalizations and applications) concerning deviations, separated maximum
modulus points and strong asymptotic values constitutes the body of the
paper. The final part of the paper is devoted to a generalization of an
early result of I.I. Marchenko and A.I. Shcherba on the sum of deviations of
functions holomorphic in the unit disc.
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1. Introduction

We apply the standard notations of value distribution theory of meromorphic
functions: N(r,a, f), N(r, f) for functions counting a-points and poles, m(r, a, f)
and m(r, f) for mean proximity functions, T'(r, f) for characteristic function. We
also use notations d(a, f) for Nevanlinna’s defect and A(a, f) for Valiron’s defect
of f at a value a [19,25,46].

Petrenko’s theory of growth of meromorphic functions dates back to 1969,
when the uniform metric was introduced into his research of meromorphic func-
tions for the first time. Thus,
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was called the function of deviation and
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the magnitude of deviation. It can be easily seen that $(a, f) is the uniform
metric analogue of Nevanlinna’s defect d(a, f). Values with 3(a, f) > 0 are called
defective in the sense of V.P. Petrenko and the set of all such values is denoted
as Q(f).

It follows from respective definitions that for all a € C we have d(a, f) <
B(a, f) and D(f) C Q(f), where D(f) denotes the set of all values defective in
the sense of R. Nevanlinna with respect to f.

Although f(a, f) = oo is possible for f of infinite order, for meromorphic
functions of finite lower order A := liminf, % the properties of §(a, f)
and d(a, f) are similar. Notwithstanding the lack of analogues of Nevanlinna’s
first and second theorems, analogues of Nevanlinna’s defect relations are possible
for deviations. V.P. Petrenko himself obtained the sharp upper estimate for the
value f3(a, f) and the estimate for the sum = B(a, f) [48].

Theorem 1.1. If f(2) is a meromorphic function of finite lower order X\,
then for all a € C we have

TA
fA<0.5
Bla, f) < B(A) := < sinmA if A <05,
A if A > 0.5,

> Bla, f) < 816m(A+1)°.

acC

The value B(\) appearing in Petrenko’s theorem is called Paley’s constant. In
1932, R. Paley in [47] stated a hypothesis that the inequality 3(oo,g) < mp holds
for any entire function g of finite order g, which was proved by N.V. Govorov in
1969 [22]. What is more, the estimate for meromorphic functions of finite lower
order A > 0.5 follows from a result of A.A. Gol'dberg and 1.V. Ostrovskii [18]
and the equality in this estimate is attained by the Mittag—Lefller function

o0
zn

Ey(z) = ZF(H?)'

n=0

It should be mentioned that M.N. Sheremeta in [52] proved that for any
numbers A, p, 0 < A < p there exists an entire function E) ,(z) of finite lower
order A and order p such that

B(OO, E)\’p) = B()\)

2. Exceptional values of meromorphic functions

In 1990, I.I. Marchenko together with his student A.I. Shcherba proved an ana-
logue of the inequality ), s d(a, f) < 2 for deviations, thus solving the problem
formulated by Petrenko in his book [49]. The method applied by I.I. Marchenko
and A.I. Shcherba in their estimate of the sum of deviations differed from Pe-
trenko’s method and involved application of Baernstein’s T*-function [2, 3].
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Theorem 2.1. [45] If f(z) is a meromorphic function of finite lower order

A, then

> Bla, f) <2B(N).

acC
In case of A = 5, where n is a natural number, the estimate in the theorem
is exact. It is attained for the function constructed by R. Nevanlinna (see [19,
p. 317]). This fact is not accidental, which is shown by the following result of
A E. Eremenko [14].

Theorem 2.2. Let f(z) be a meromorphic function of finite lower order A
and such that 3,y B(a, f) = 2B(A). Then the order p= A= 3 for (n=2,3,...)
and if a € Q(f), then B(a, f) = 7.

An interesting question concerned comparative structures of sets D(f) and
Q(f), other than the inclusion D(f) C Q(f). The first example of a meromorphic
function of finite order such that 8(0, f) > §(0, f) = 0 was given by A.F. Gr-
ishin in 1975 [23]. A comprehensive solution to this problem was reached by
A.A. Gol'dberg, A.E. Eremenko, and M.L. Sodin [20,21] in 1987.

Theorem 2.3. Let By C Ey C C be no more than countable sets and p >
0 be any positive number. There exists a meromorphic function of order p such
that
D(f)=E1, Qf) = Ea.
The value

is called Valiron’s defect and
V(f)={acC: Ala, f) > 0},

the set of Valiron’s defective values. It is easy to notice that

D(f) CV(f).

G. Valiron proved that, contrary to the set of Nevanlinna’s defects, V' (f) can be
of cardinality of the continuum (see [19, p. 153]). Another interesting question
involved a possible connection between the sets V' (f) and €(f). The answer was
given by D.F. Shea (presented by W.H.J. Fuchs in [16], see also [49]).

Theorem 2.4. Let f(z) be a meromorphic function of finite lower order A.
Then for each a € C we have

TAWA2 - A) if X ¢ A(A),

pla.f) < BOAA) =1 ) (1= (1=A)cosmA) if A€ A(A), (21)

sin 7w

where A(A) = {)\ :0< A <0.5, sin%}‘ < %}, A = A(a, f).
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It follows from Theorem 2.4 that for meromorphic functions of finite lower
order always Q(f) C V(f). Moreover, the estimate in the theorem is exact, with
an appropriate example given by M.A Ryshkov in [50].

If B(a, f) > 0 for a value a € C, then it is easy to imagine that f(z) approaches
a fast in appropriate components, which leads to the expectation that in these
components the derivative f’(z) tends to 0. A natural question arises whether it is
possible to obtain an upper estimate of the sum Z#OO B(a, f) involving A(0, f').
A positive answer was given by I.I. Marchenko in 1999 [41].

Theorem 2.5. For a meromorphic function of finite lower order \ the fol-
lowing inequality holds:

> Bla, f) < 2B(A A0, 1)),
a#oo

where B(A, A) is the value defined in (2.1).

Nevanlinna’s first fundamental theorem implies the inequality
m(r,a, f) <T(r,f)+O(1) asr — oo,

while Nevanlinna’s second fundamental theorem, the inequality
q
Zm(r, ak, f) <2T(r, f) + O(log(rT(r, f))) asr — oo, r¢ E, mes E < co.
k=1

Formulation of analogues of these relationships for the uniform metrics involves
the notions of upper and lower logarithmic densities of a set.
Let E C (0,00) be a measurable set. The qualities

1
logdens E = lim sup —— dt
R—oo MR Jpan R t
dt

logdens £/ = lim inf ——
R—o0 nR Eﬂ[l R] t

are called respectively upper and lower logarithmic densities of the set E. The
following estimates were obtained by I.I. Marchenko in 1998 [39].

Theorem 2.6. Let f(z) be a meromorphic function of finite lower order X
and order p. Let also 0 < v < oo and a, ap, € C, 1 <k < q. We put

Ey(y) ={r: L(r,a, f) < BO)T(r, f)},
{ ZC (ryag, f) < 2B(vy)T(r, f)} )
k=1

Then

A

— A
logdens E,(y) > 1— =, logdensE,(y)>1—=, n=1,2,
Y Y
where B(v) is the Paley constant.
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As it has already been mentioned, for meromorphic functions of infinite lower
order f(a, f) may be infinite. For instance, (00, exp e®) = co. In 1994, W. Berg-
weiler and H. Bock [4] proved that for a meromorphic function of infinite lower
order,

. 10g+ max,|,=r ‘f(2)|
lim inf <
r—00 rT" (r7 f)

T,

where T” (r, f) is the left derivative of the Nevanlinna characteristic function.
This result opened a possibility to apply the function of deviation L£(r,a, f) also
for f of infinite order. In 1997, A.E. Eremenko [13] introduced the quality

o L(ra, f)
b(aa f) - 117}’I_l)lorolf A(T‘, f) )

where A(r, f)m is the spherical area, counting multiplicities of the covering, of
the image on the Riemann sphere of the disc {z : [2[ < 7} under f. It follows
directly from the estimate of W. Bergweiler and H. Bock that for all a € C,

b(a, f) <.
A.E. Eremenko also obtained an analogue of Theorem 2.1 for the infinite case.
Theorem 2.7. For a meromorphic function such that the set
{aeC:b(a, f) >0}
contains more than one point the following inequality holds:
> bla, f) < 2.
aeC
Let us add that in 1998, I.I. Marchenko got the estimates of b(a, f) and
> acc b(a, f) involving Valiron’s defect [40].

Theorem 2.8. Let f(z) be a meromorphic function of infinite lower order.
Then for each a € C,

b(a7 f) < 71-\/A(aﬂ f)(2 - A(CL, f))

and also

> bla, f) < 2m /A0, f)(2 = A0, ).

a#0o

Other results concerning functions of infinite order can be found in [8,40,42].

If we replace constants with functions of relatively slow growth, it is still
possible to obtain estimates similar to those in Nevanlinna’s second main theo-
rem. If f, a are meromorphic functions in C, we say that a is a small function
of fif T(r,a) = S(r, f), which means that T'(r,a) = o(T(r, f)) apart from an
exceptional set of finite linear measure. The set of all small functions of f is
denoted by S(f). In 1986, G. Frank and G. Weissenborn obtained an extension
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of the second main theorem for functions meromorphic in the plane, with ratio-
nal functions replacing constants [15]. A result of N. Steinmetz concerning small
defective functions in general soon followed [53]. The conclusion is that for func-
tions meromorphic in the complex plane the set of their defective small functions
is at most countable and

5(c0, f)+ > bla, f) <2

aeS(f)

The exact analogue of the second main theorem, including the ramification factor,
was obtained by K. Yamanoi in 2004 [55].

These results inspired the efforts to find the estimates for deviations from
small functions and the structure of respective sets of defective small functions.
In an article from 2004 [9], for example, the following extension of Theorem 2.6
was given.

Let f, a be meromorphic functions. We put
L(r,a, f)

Bla, ) = limyinf =725,

where L(r,a, f) = L(r, oo, ﬁ) denotes the deviation of f at a.

Theorem 2.9. Let f(z) be a transcendental entire function of finite lower
order X\, order p and let 0 < v < oo. Let also {q,(2)}:_, be distinct rational
functions. We put E(vy) = {r: Z’;zl L(r,qu, f) < B(y)T(r, f)}. Then we have

— A
logdens E(y) > 1— — and logdens E(y) > 1 — L.

g gl
As a result, for entire functions of finite lower order, it was possible to es-

tablish the structure of the set of rational functions defective in the sense of
V.P. Petrenko.

Corollary 2.10. Let f(z) be a transcendental entire function of finite lower
order A and let MM denote the set of all rational functions.The set {q € M :
B(q, f) > 0} is no more than countable. Moreover, for distinct rational functions
{qv(2)} we have

> Blaw, f) < BO.
(v)
Further results in this direction can be found in [10, 11].

3. Separated maximum modulus points of entire and meromor-
phic functions

Some of the problems which are most frequently attended to in the research
of I.I. Marchenko concern the relationship between the number of so-called sep-
arated maximum modulus points and other values inhabiting the world of value
distribution and growth theory.
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Let v(r) denote the number of maximum points of |f(z)| on the circle |z| =
r. In 1964, P. Erdos (see [1]) formulated a question whether it is possible to find
an entire function other than cz? with v(r) — oo as r — oo. F. Herzog and
G. Piranian in [26] gave an example of a function of infinite order with v(r)
unbounded, leaving the question open for functions of finite order.

In 1995, I.I. Marchenko, considering the problem in a wider context of mero-
morphic functions, introduced the notion of separated maximum modulus points.
Initially, he considered the sets, where |f(z)| > 1 and two parameters concerning
maximum modulus points: p(r, o0, f)—the number of component intervals of
the set {¢ : | f(re’?)| > 1}, containing at least one point of maximum modulus of
f(2) and p(oo, f) = liminf,_, p(r, 00, f). As it has turned out, these values are
closely related with other notions in the value distribution such as, for example,
the deviation [38] .

Theorem 3.1. If f(z) is a meromorphic function of finite lower order X\,
then

(A A
i > 0.5,
o(o f) oo ~
A
B(co, f) < si;rm if ploo, f) = 1 and A < 0.5,
A . A

A
) d—— 5.
(o, ) 0 e gy pleef) > T and SErms <05

Corollary 3.2. If f(z) is a meromorphic function of finite lower order A,

then )
p(0o, f) < max ([M] ,1) ,

while for an entire function of finite lower order A,

p(00, f) < max([wA],1).
Here [x] is the integer part of x.

The estimates in the theorem above are sharp. In the first two cases the
equality holds for entire functions constructed on the basis of the Mittag—Leffler
function, while in the third case it holds for a meromorphic function constructed
on the basis of the function appearing in [19, Ex. 3, p. 282].

In [43], I.I. Marchenko was able to generalize Theorem 2.4 in the following
way.

Theorem 3.3. Let f(z) be a meromorphic function of finite lower order A
and order p,y > 0 be any positive number,

E(y) = {r >0: L(r,00, f) < B(m,mm, T, f)} .
Then

_ A
logdens E(y) > 1——, logdensE(y) >1— B,
Y

Y
where B(vy,A) was defined in Theorem 2.4.
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In later papers I.I. Marchenko applied more accurate means to separate max-
imum modulus points of meromorphic functions. Let ¢(r) be a positive nonde-
creasing convex function of logr for » > 0 such that ¢(r) = o(T'(r, f)). Then
ﬁ¢(r, 00, f) denotes the number of component intervals of the set

{01081 £(re)] > 6(r)}
with at least one maximum modulus point of f(z). Furthermore,
Tg(z)(ooa f) = 117¥I_1>}>1’01fﬁ¢(7", 00, f)a

and

ﬁ(OO, f) = Supﬁ(b(oov f)
{6}

It is straightforward that p(oo, f) > p(oo, f). It was shown in [6] that Theorem
3.1 also holds if we replace p(oo, f) with p(oc, f).

Another way to separate maximum modulus points is as follows. For 0 < n <
1 and r > 0, let us denote by p,(r, 0o, f) the number of component intervals of
the set

{0 : log |f(7‘ei9)| > (1 —n)T(r, f)}

with at least one maximum modulus point of the function f(z). We set
Pg(00, f) = lim inf p, (r, 00, f)

and
p(oo, f) = Sl;pﬁn(oo,f)-

It is easily seen that p(oo, f) > P(oo, f). The following estimate of p(oo, f)
through the value of deviation appeared in [7].

Theorem 3.4. For meromorphic functions f(z) of finite lower order X the
following inequality is true:

e o [25:].0).

while for f(z) entire of finite lower order,
p(oo, f) < max([27A], 1).
Here [z] is the integer part of x.

It should be mentioned here that recently A. Gliicksam and L. Pardo-Simon
[17] have constructed an example of an entire function with p,(r, oo, f) tending to
infinity, thus giving another argument in favor of a positive answer to the question
of P. Erdés. Also, I.I. Marchenko and A. Kowalski [35] considered separated
maximum modulus points of entire functions, estimated the Lebesgue measure of
the set

{.9 log | £(re®®)| > alog M(r, f)} L 0<a<l,

and generalized the results of K. Arima and A. Baernstein.
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4. Strong asymptotic values

According to the classical definition (see [19],p. 233), a € C is an asymptotic
value of a meromorphic function f if there exists a continuous curve I' C C, I :
z=2(t), 0 <t < o0, z(t) = o0 as t — oo, such that

li = i t) = a.
e (2 = B JE(0) = 0
A pair {a,T'}, defined above, is called an asymptotic spot of f. Two asymptotic
spots {a1,I'1} and {ag,T'2} are considered equal if a; = ay = a and there exists
a sequence of continuous curves «; with one end of each ~; belonging to I'; and
the other to I's, and

lim min|z| =00, lim f(z)=a.
k—o00 2€7k ZéUkO?/k

The questions of relationship between the sets of deficient values and asymp-
totic values, and of the number of asymptotic values or asymptotic spots received
a lot of attention earlier. It is easy to see that in general an asymptotic value
does not have to be a deficient value in any sense, even in the sense of G. Valiron
(take, for example, f(z) = % and a = O). Iversen proved that if a is a E. Pi-
card defective value of a meromorphic function f (f has only a finite number of
a-points), then it is also an asymptotic value [19], while W.K. Hayman showed
that @ may not necessarily be an asymptotic value of f if a more general condition
N(rya, f) = o(T(r, f)) is fulfilled. In [25], he gave an example of a meromorphic
function of order 0 with §(oco, f) = 1 and oo not being an asymptotic value of
f- As far as the number of asymptotic spots is concerned, a classical theorem of
Denjoy—Carleman—Ahlfors states that an entire function of finite lower order A
cannot have more than max{[2)], 1} different asymptotic spots ([z| denotes here
the integer part of ) [19]. As the example of f(z) = ¢ shows, the number of
asymptotic spots of an entire function of infinite lower order may be infinite. In
case of meromorphic functions, the set of asymptotic values may be infinite for
functions of any order, which was shown by A.E. Eremenko in 1986 [12].

Theorem 4.1. For every value ¢, 0 < o < oo, there exists a meromorphic
function of order o with the set of asymptotic values equal to C.

In 2004, I.I. Marchenko introduced the definition of a strong asymptotic value,
which stemmed from the conviction that if the speed of approach of a meromor-
phic function to an asymptotic value is high enough, then the number of such
values must be limited.

Definition 4.2. A value a € C is called an ag-strong asymptotic value of a
meromorphic function f if there exists a continuous curve I' : z = 2(¢), 0 <t <
00, z(t) = oo as t — oo, such that

g OB G(0) = al !
N ECING

=afa) > ag >0 if a # oo,
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Lol ((0)
N EGINY

An asymptotic spot {a,I'} is then called an agp- strong asymptotic spot.

>ap >0 if a=oc0.

In other words, a is a strong asymptotic value of a meromorphic function f
if on an asymptotic curve I' the function tends to the value a with the speed
comparable with characteristic T'(r, f).

It is easy to notice that if a is an ag-strong asymptotic value of f, then the
magnitude of the Petrenko deviation 5(a, f) > ap. It means that a is also a de-
fective value in the sense of Petrenko. Therefore I.I. Marchenko was able to show
that the number of strong asymptotic spots is limited, at least for meromorphic
functions of finite lower order [44].

Theorem 4.3. Let f be a meromorphic function of finite lower order \ and
23(,\)}

@Q

{a,, T}, v=1,2,...,k, ag be strong asymptotic spots of f. Then k < {

The example of f(z) = e and a = oo again shows that such an estimate
cannot be made for functions of infinite order.

Later on, the notion of value which is strongly asymptotic was extended to
include strongly asymptotic small functions. Results concerning the structure
of the set of strong asymptotic rational functions appeared in 2011 [10]. More
general (but less accurate) results concerning the structure of the set of strong
asymptotic small functions appeared in 2017 [11].

5. Meromorphic minimal surfaces

Lately, scientific interests of I.I. Marchenko have been focused mainly on the
theory of meromorphic minimal surfaces. The theory, introduced and developed
in the 1960s and 1970s by E.F. Beckenbach and G.A. Huthinson, creates an inter-
esting field of application of the Nevanlinna theory. The analogues of Nevanlinna’s
first and second main theorems function there with one notable distinction. The
leading role played in classical value distribution theory by the counting function
N(r,a, f) is now held by the so-called visibility function denoted as H(r,a,S).
Thus, for example, the first main theorem for a meromorphic minimal surface S
has the form of the equality

m(r,a,S) + N(r,a,S)+ H(r,a,S) =T(r,S) + O(1).

The notions of Petrenko’s theory appeared in the context of minimal surfaces as
early as 1979, when I.I. Marchenko in [37] considered the deviation of meromor-
phic surfaces. Much later, he revisited this area of research. Working together
with A. Kowalski, they obtained a number of results published in a series of
papers. In [28], they presented upper estimates of deviations and the number
of separated maximum modulus points of meromorphic minimal surfaces, while
in [30], they estimated the spread of such a surface. The theorems are illustrated
with examples showing their sharpness. Further results in this area included an



390 Ewa Ciechanowicz

analogue of Theorem 2.4 for minimal surfaces in [32] and analysis of the rela-
tionship between the number of separated maximum modulus points of minimal
surfaces and the Baernstein 7*-function in [33].

Other recent results of I.I. Marchenko together with A. Kowalski concern
entire curves [29,34] and algebroid functions [31].

6. Functions meromorphic in the disc

In this section, we focus on functions meromorphic in the unit disc D := {z €
C : |z|] < 1}. The order and lower order of a meromorphic in the unit disc function
f are defined by

. log™ T'(r, f) o log T T(r, f)
o(f) = llfr_ljljp log(l— 1)’ A(f) = ligigfm.

Nevanlinna’s first theorem states that for a function f meromorphic in the unit
disc the equality

m(r,a, f)+ N(r,a, f) =T(r, f) + O(1), (6.1)

holds for any value a € C and r — 1. By the second main theorem, for a set
{a,}7_, of pairwise distinct complex numbers the inequality

m(r, f) + Zm(r, ay, f) <2T(r, f)+ O (log+ T(r, f) +log l i r> (6.2)
v=1

is true for r — 17, possibly except for r in a set F such that f B 1dfr < 400 [46].

A value a € C is called a (Nevanlinna) defective value of a meromorphic in the
unit disc function f if

r—1- T(T, f) r—1- T(T, f)

The defect relations following from Nevanlinna’s theorems in the unit disc are

1
< — .
0<d(a.f) <1, D dlaf)<2+ (63)
aeC
where T
A :=liminf (r. )

r—1- —log(l—r)

if 0 < A < oo (see [46,51]). It means that the set D(f) of values defective in the
sense of R. Nevanlinna is at most countable provided that A ## 0. We say that a
meromorphic in the unit disc function f is admissible if A = +o00. In this case,

> d(a, f) <2

aeC
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Proximity of a meromorphic in a disc function to a certain value a can also
be measured in terms of deviation, which is defined here as

B(a, f) := liminf M.

r—1- T(T, f)

For meromorphic in the unit disc functions the structure of the set Q(f) of values
with positive deviation may strongly differ from the set D(f) of values defective
in the sense of R. Nevanlinna, even for finite order functions. For instance, for
f(2) = exp(1X;), the deviation 8(co, f) = co. In [49], V.P. Petrenko proved that
for any value p, 0 < p < oo, there exists a meromorphic in a disc function of
order p with Q(f) of cardinality of the continuum.

For disc functions of finite lower order it is possible, however, to obtain upper

estimates involving the quantity

A R T ﬁ(?“, a, f)
Bla, f) = llITn_}{lf(l - T)W

first introduced by A.V. Krytov in [36]. I.I. Marchenko and A.I. Shcherba in [45]
obtained the following result concerning 3(a, f).

Theorem 6.1. Let f be an admissible meromorphic function of finite lower
order in the unit disc. Then

% —1-X T
Cgcﬁ(a, f) <2mAcos m

For other estimates involving 3 (a, f) see, for example, [27].
Let f,a be meromorphic functions. We apply the following notations:

1 1
m(r, a, f) =m <T7 07 fa) ; 5((1, f) =0 (O, fa) s
1 1
£<T7a7f) =L (’I“,O, f—a) 5 5(G,f) ::5 (07 f_a> .
Let us add the following definition.

Definition 6.2. Let f be a meromorphic function in the unit disc. We say
that a function s:[0,1) — R is an S(r, f) (a small target of f) if

s(ry=o(T(r,f)) asr—1,r¢FE,

for a set E such that [, ld% < 400.

r

The following extension of the second main theorem for the unit disc was
shown in [5].

Theorem 6.3. Let f be a meromorphic function in the unit disc and let
ai,...,ay be distinct meromorphic small functions with respect to f. For any
€ > 0, the following inequality holds:

m(r )+ )_m(ran, f) < @+ )T f) + S0, ) + O <1og T - > .

v=1
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The estimates presented below refer back to the results of I.I. Marchenko and
A.T. Shcherba from [45], while their proofs are based on a variety of techniques of
the Nevanlinna theory applied in works of I.I. Marchenko. In both estimates the
constants, which appeared in the original results are replaced with polynomials
not intersecting on |z| = 1. The phrase “not intersecting on |z| = 1”7 refers to
a situation when for a pair p,,p, of distinct polynomials p,(z) — p,(z) # 0 for
points z on the unit circle.

Theorem 6.4. Let f be an admissible holomorphic function of lower order
0 < A < oo in the unit disc. Then, for any set of distinct polynomials {p,}?_,
not intersecting on |z| =1,

™

q
A —1-A
;,B(py,f) < A cos SN

Theorem 6.5. Let f be an admissible holomorphic function of zero lower
order in the unit disc. Then, for any set of distinct polynomials {p,}_, not
intersecting on |z| =1 and of degree not exceeding d,

q
> B ) <24 (0,54Y),
v=1

where A0, f4HD) ds Valiron’s defect of f(41) at zero.

6.1. Auxiliary results. We start with a lemma on the logarithmic deriva-
tive as formulated in [25].

Lemma 6.6. If f is a function meromorphic in the unit disc, f(0) # 0, oo,
then for0 <r < R <1,

£(0)]
1 1
+5logt R+ 6logt —— +1log™ = + 14.
R—r r

!/
m (r, f) < 4log™ T(R, f) + 4log™ log™

Since we deal with disc functions of unbounded characteristic here, for our
purposes we formulate the estimate

!
m (r, ff> <5logt T(R, f) + 6log™ ﬁ

holding for g < r < R < 1. Setting R = 7“'5—1, we get

! 1-— 2
m r,f— <5logtT(1- """ F) +6logt ———.
f 2 1—7r

It leads to the estimate for positive integers d and r — 17,

(6.4)

f 1—r

The following result from [45] is a unit disc version of a theorem concerning
the sequences of Polya peaks [49)].

(d+1) 1—r
m | r, <(5d+6)logT<1—2d+1,f>+(6d+7)log
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Lemma 6.7. Let f be a function of finite lower order A in the unit disc. For
each fized number B > 1 there exist two sequences of positive numbers {vi} and

{Ry} such that

. . . Ry
lim vy = lim R = lim — =0,
k—o0 k—o0 k—o0 Vg

and for each € > 0 there exists kg = ko(e) such that for k > ko(e),

Vk
T 1—@,]0 R2+T(1—”’“,f)v,§<s/ T(1— R, f)R*1dR.
B B R,

Let f be an admissible holomorphic function of finite lower order A in the
unit disc. For 1 < v < g, let {p,}?_, be a set of distinct polynomials such that
deg(p,) < d, d > 1, and B(p,, f) > 0, 1 < v < q. Moreover, if |z| = 1, we have
pv(2) # pn(2), v # n. Let Sy > 0 be chosen in such a way that if Sy < |z| < 1,
then for all 1 <wv,n < ¢, v #n we have p,(z) # p,(z). We put for v # 1,

v — i v - >0,
Con = i [Py (2) =Py (2)]
c=minc,,; > 0.

1<v

n<q
We apply notations from Lemma 6.7. We also denote by A(r, R) the annulus {z :
r < |z| < R} and by A(r, R) its closure. Let ¢ € (0,1) be fixed. For k > ko(e)
and such that 1 — 2v, > Sy, we put

2R
Gy, = {zeA(l—ka,l—Bk>:

£ (2)] < exp {—ZET <1 — 12;_|1z!’ )}} ,

Now, for 1 < v < ¢, we put Gy, for the union of those connected components of
(G, which contain a point zy such that

| f(20) — pu(20)]

< c
4
and points z1, 29, ..., 24 such that for j =1,...,d,

. . 1 — |z,
£9 () o) ()] < exp{-2eT (1~ 1Vl )y

Lemma 6.8. The sets Gy, and Gy, are disjoint forv #n, 1 <v, n<q.

Proof. We show that the sets G}, and Gy, are disjoint for v # n applying
the method introduced by A. Weitsman [54] and following the same lines as in [45]
and [9)].

Let r, =1 —27" n > 1. For a fixed k, we put mq(k), My(k) for positive
integers such that

2Ry
Tmotk) < 1 =20k <Trg)1, Tho(k)—1 < 1— N < Ty (k)-
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By Cartan’s theorem, inequality (6.4) takes the form

o . 2 o ) (d+1)
/ n<1_1 rn’ d 11 A >_/ " 1_1 rnveup,f
0 2 7 fldtl) —¢eiv 0 2 t

4 2 1—ry f(d“))

N(1 e
¢ (T(l - 1777"”, FEADY £ 0(1) + log*t 1)

- y €T
1_TTL 0 4 t
1—r,

C

1—7r,

<

<(1 +o(1)T(1 — 12;7:;", f) +log™ 115> as n — oo.

<

Applying the length-area principle, we find that there exists a number a,,

1—
5T<1—2d:1n,f)§an§5T<1—

l(e=on) < 02\/ ( - ;ﬁ’%) (1—ry)1, (6.5)

where [(t) denotes the total length of the level curves |f4F1(2)| =t in |z| < rpi1.
We put

1—r
2d+1n,f) +10g2

such that

2 _
pi=A (1 20 1= gk> {2 € Al rasn) : 1FOD(2)] < e )

It follows that
Mo (k)
Gkﬂ, C Gy C U Gn (6.6)
n=mo (k)
Let k > ko(¢) and for a fixed v let z € G .. Then there is a component G of Gy, ,,
such that z € G and there is a point 29 € G with |f(20) — p,(20)| < { and points
21,29,...,24 such that for j =1,...,d,

‘f(j)(zj) —p,(/j)(zj)] < exp {—2€T <1 - 12;+Tlnhf> } :

By (6.6), for z € G we can join z with the points z;, 0 < j < d, by curves lying
in G, each of them of the length not exceeding the sum of lengths of boundaries
of G} (mo(k) <n < My(k)). By (6.5), the length of each of the boundaries does

not exceed Cg\/ (1- édi?,f) (1 —ry)~L Let us put g(z) := f(z) — p,(z) and
notice that g(*1(z) = f(@+1D (%), This way we obtain

1) = 2] = I9(2)] < lolzo)| + 19(2) — gle0) < 5+ [ I (©)]]ag

<

=0

+ [ g G1+19© - o ol lag

20
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z 3
Setgto+ [ ([l eniiaa) ag

c # £
< Sl olio+ b Galoh + [ ([ ("t — ool ) e

20

IA

A

< Soteot+ e+ [ ([1([7 uOenae) ) g
S§+\Tmﬂh+MWQHW1+””H¢®@d%h“Jm1

[ / | / I € 1déi]) g
< Z—i—exp{—QaT( L7 ”,f)}(zo+z0z1+---+zoz1-~ld),

where lg, . ..,l; denote lengths of curves joining zgq, ..., 24 with respective points
of the component G. Thus ( [45]),

Mo (k)

R CE LY )exp{st (1= Sas) )
n=mgo(k
d 1—r
- 2d+?7f)
X;( 1—r,

oo
log 2
§§+Cg Z exp{—sogdn}<z+z as k — o0.

n=myo (k)

It follows that Gy, and G, do not intersect for v # 7. O

For 1 <v < gqand k > kg, we consider the functions

1 1— |7
max {log W74€T(1 - 2d+17f)} s z € Gk,l/7

1—|z
4€T <1 — 2d+‘1|7‘f) y z ¢ Gk,l/-

The functions uy,(z) are d-subharmonic in A(1 — vi,1 — (2Ry)/B), which can
be shown by following the same lines as in the proof of Lemma 6 in [45]. Let us
recall here the definition and basic properties of the Baernstein function 7. For
a complex number z = 7, we put [3]:

U (2) ==

1 .
m*(z,uky) = sup — uk,l,(rew)dgo,
|E|=20 2T

T*(Z, uk,u) =m (Z, uk,l/) + N(T, uk,u)v

where 0 € [0, 7|, |E| is the Lebesgue measure of the set £ and

N(rup,y) = / Mk;( ) dt,
1—2vy,



396 Ewa Ciechanowicz

where p,,(r) is the number of zeros of f(4FV(2) in Gy, N{z: |z <7}
For a number ¢, 0 < ¢t < +00, consider the set
F = {rew L g, (re?) > t} ;
and let ' ‘
Uk, (7‘619) = sup {t re? e Ft*} ,

where F} is the symmetric rearrangement of F; through the circular symmetriza-
tion with respect to the ray Arg(z) = 0. [24]. The functions iy, (re?) are non-
negative and non-increasing with respect to 6 for 6 € [0, 7] even in € and, for a
fixed r, equimeasureable with uk,l,(rew). Moreover,

1—
Uy, (r) = max (E(r, 0, f@V), 4eT (1 - QTJ’ f>> .

Let us also notice that

1 (? ,
m*(z, uk,y) = / Uk, (Tew) dep.
™ Jo

The function T*(z,uy, ) is subharmonic in

. 2
D-{z-re’ezz€A<1—vk,l—?),0<9<7r},

continuous on D U ((2Ry)/B) — L,vx, — 1) U (1 — v, 1 — (2Ry)/B) and convex in
log r for each fixed 6 € [0, x] [3]. What is more,

T*(r,up,y) = N(r,uky),
0

~ 0
Y o 0 _ uk,l’("ﬂez )
89T (re'”, ug,) = —

As in [45], we consider

for 0 <6 <.

q
T (Tew, f) = ZT* (Teie, uk,l,).

v=1

It follows that

M=

T(T(th) :Tf)k(rewvf) = T*(z7uk1/>

)

N
I
—_

I
M=

(m* (2, ukp) + N (7, up))

1 1 1—r
<T7f(d+1)> +N<T’f(d+1)> +4q£T<1—2d+1,f>

1 1—r
<7ﬂ7f(d+1)> +4q€T <1_2d+17f> .

N
Il
—_

IA
3

N
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By the first main theorem, the fact that f is holomorphic and inequality (6.4),
we have

T ) < T ) +at (1= gt g) +0 (e ). @)

Previous considerations lead to the following statement.

Lemma 6.9. The function T (reie, f) is subharmonic in

. 2
D:{z:rew:zeA<1—vk,l—gk),()<6<7r},

continuous on DU ((2Ry)/B) — 1,vp — 1)U (1 — vk, 1 — (2Rg)/B) and convex in
logr for each fized 0 € [0, 7w|. Moreover,

3
89

>H'—‘

0
re', f) =

In further considerations we assume that 7§ (z, f) is twice continuously dif-
ferentiable. If not, it would be possible to approximate T{j(z, f) by a monotone
family of infinitely differentiable subharmonic functions uniformly converging to
T (2, f) (see [45]).

For A > 0, we choose numbers «, 1, oy for a fixed €1 such that

O<a:a(51)§min{; 51,2)\}, 0<a <af2, — a. (6.8)

2)\ S5 ﬁ
Let us consider

o(R) := /a Ty (1= Re ™™, f)cosA(¥ + @) dp, R € [Ry, vy,

1

where v, = v (B), Ry = (B) with B such that Bcosa > 4.

Lemma 6.10. For a fized ¢ > 0 and k > ko(e),

Uk
>\+1’U (v k)‘+R2+1’g/<Rk)’—i-/\v;i‘a(vk)—i—)\RI)C‘a(Rk) < 5/ T(1—R, f)R)\fl dR.
Ry,

Proof. We conduct the proof in a similar way as the proof of Lemma 4 in [45].
We put ‘
TO*(l - Re—ltp’ f) = W(Ra 90) = V(Ta 0)7

where z = re? =1 — Re™. Let 0 € (2¢,7/2 —¢). Then

d 0 10
8RW<R ) —EV(T, 6) cos(0 + ¢) + ;%V(r 6) sin(0 + ), (6.9)
0 R 0 o) .

7 (R, ) = ?%V(r, 8) cos(0 + ¢) + REV(T, ) sin(6 + ¢). (6.10)
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As V(r,0) is a concave function of 6 on (2, 7/2 — ¢) (see Lemma 2 in [45]), we

get

V(r,0) < V(r,20) —V(r,0)
0 - 0

It follows that

Vr,0) —V(r,0/2) < 2V(r,«9)
0 - 0

0
< = <
< V) <2

9
00
By the convexity of V (r, ) in logr, for a fixed 6 € (2¢, 7 — 2¢), we have

V(r, 9)' < ZV(Z’ 9.

V(y,0)
log(y/r)

Asr=r(R,p) = \/1 —2Rcosp + R? and Bcosg > 4, setting R = v, y =1 —
3”’“ , ¢ € (a1, ), we obtain

8 4
:\/1—21;€Bcosg0+v,%§ \ll—Evk—l—vz:l—Evk—i-o(vk) as k — 00,

1 — (3v)/B
log >logm

Applying (6.7) to inequality (6.11), we get

V(r,0) < (6.11)

87‘

1
+ o(vg) = Bk + o(vg).

Ving) < LU= BB ) + T = (3u) /(271 B). 1
(97“ Vg

, Ollog(1/u)) +0(1)

U,

T(1— (3ux)/(2™'B), f)

Uk

<2B

and

0= Bu)/CH1B), f)

| T )

0
"
We can also derive similar inequalities with v replaced with Ry.
From the definition of o(R),

EW(R, @) cos A(Y + @) d

oo (o) + Yo (R =0 [ |

1
+R>\+1/
10

< v2‘+1/ {arwr 0)+ =V (r,0)sin(0 + gp)]
ai

R=vy
0

aRW(R, @) cos A(Y + p)dep

R=Ry,

de
R:Uk

de.

e [ v+ LSV + o)
o LOT R=R,

L r 00
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As 6 = arcsin (% sin 90), we get

“sin(f + ¢) @ /a or
— T dp < < 1 d
/al 0 dp < / ( ) dp < o + Rsing ?

1
—+ — dp < —.
+ / smgp v= R

Finally, we obtain

op o’ (o) + Ry o' (Re)| < coop T(1 — (3u) /(27 B), f)
+ esRYT(1 — (3Ry)/(2%1B), f)

and
vpo (k) + Rpo(Ry) < cavp T(1 = (3ug) /(27 B), f)
+esRyT(1 = (3Ry)/ (2™ B), f),
Applying both inequalities and Lemma 6.7, we get the statement. O

We shall also need another lemma from [45].

Lemma 6.11. For a fized € > 0 and k > ko(e),

Vg ) 1 Vg
T(|1 — Re™®|, /YR 1 dR < e T(1—R, f)R* 1 dR,
A
Ry, COS™ v Ry,

Vk ) 1_ v
[, TR R an e (55 [ TR pRtiR

Ry, COS™ v Ry

The following result is an extension of Lemma 9 from [45] and can be proved
along the same lines with applications of Lemma 6.10 and inequality (6.4).

Lemma 6.12. Let f be an admissible function of finite lower order A in the
unit disc. For each fized ¢ > 0 and ko = ko(g), for k > ko(e) and d € Ny,

Vg Vg
L(1— R, 00, f9TV/HRNAR < g/ T(1— R, f)R*dR.
Ry, Ry,

6.2. Proof of Theorem 6.4. Let f be a function holomorphic in the unit
disc of finite lower order A > 0. We apply the differential operator L = R%(R%)
to o(R). By subharmonicity of W (R, ) = T;(1 — Re™, f), we obtain

R dcjz(Ra (R)) = /a a LW (R, ) cos At + 0)dig

o

> [—aiW(R, ©) cos A(¢ + 90)]

aq

3 [ 2w psinAw +o)ds

1
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«

0

= —%W(R, p) cos A(¢ + @)]

— AW(R, @) sin A9 + 9)]%, + \2o(R)
= h(R) + N0 (R).

a

It follows that J
RE(RJ/(R)) > h(R) + XNo(R). (6.12)

We multiply (6.12) by R ! and integrate for R € [Ry,vx] to obtain

Vi Vg Vg d
/ h(R)R  YdR + N2 / o(R)R YR < R*—(Ro'(R))dR

- [R“la’(R) - )\R’\J(R)]

v Uk
" +)\2/ o(R)R*1dR.
Ry, Ry

It follows that

/ " h(R)R  YdR = B { {—aW(R, go)] cos \(¢ + a)
Ry, Ry, Oy po=a
+ [;;W(R, gp)] - cos A(ag + )

— AW(R,a)sin A(¢ + «)

+ AW(R, o) sin (¢ + al)}R’\_ldR
A1 s A Uk

< [R o'(R) — AR U(R)}
Ry

We take ¢ = g5 — «, pass to the limit with ay — 0 and apply Lemma 6.10.
Hence,

(=t

sin A — AW(R, ) + AW (R, 0) cos )\a} RMYR

Vg
< z—:/ T(1—R, f)R*'dR.
Ry,

As re®® =1 — Re™*, from (6.10), we obtain

)]

k- [%To (re e,f)]

Thus, by Lemma 6.10, we have

Y R sinAa A—1
o ix,(1— R,0)R*1dR
f TR el = R0)



Developments in Petrenko’s Theory 401

Vi )
— )\/ {T5(1 — Re ™, f) = T§(1 — R, f) cos A\a} R*1dR
Ry

Vg
< 5/ T(1— R, f)R*dR. (6.13)
Ry,

Applying (6.7), Lemma 6.11 and the fact that, by Lemma 6.10,

/Uk T(1— L—[1— Rem™| fIRM R < (1 + 5)5/% T(1—R, f)R*'dR
2d+1 ) —_ ) )
Ry, Ry

we obtain

R T [A1+e)
— Y d,(1—R,0)dR < — Al +é)e
/Rk 1_R;uk,( R,0)dR s1n)\a[cos)‘a +e1A( +£)c+a}

Vg
></ T(1 - R, f)R*dR.
Ry,

Applying the inequality

1 f(d+1) 1
E(r,oo,f_py> <L r,oo,f_py —l—ﬁ(r,oo,W)

5 1—7r
S uk’,,(r, O) + 4€T (]. — 2d+17f>

and Lemma 6.12, we conclude that there exists a sequence {7y}, 7 "29° 1~ such
that

L < T .
"k yzzl <rk’ o f - py) ~ sin A\« |: cos? o t+e (’rkv f)

The statement follows from this inequality. O

6.3. Proof of Theorem 6.5. Let f be a function holomorphic in the unit
disc of lower order A = 0. All the considerations made before the definition of
o(R) are equally true for this case. For any ¢ > 0, let us take a number « such
that 0 <a < § —eand p, 0 < p < % instead of A in (6.8). Proceeding as before
and putting A = 0 in Lemmas 6.7 and 6.10, we arrive at the equivalent of (6.13)
in the following form:

Ve R osinpa dR
— k(1 —R,0)—
/Rk 1-R = ;uk’( )R

vk * —i * dR
—H {To(l_R6 af)—To(l—R,f)COSHOZ}E
Ry

Vg d
<€/ T(l—R,f)—R.
Ry, R
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It follows that

q
T L (d+1)
; v, ) < sinua (Cos“a (1 A(O’f )) cospe |-

Passing to the limit with p — 0, we get

q
Z (P £) < ZA(0, f14+D).
Iy o

Taking o — 5 — . we have

q
Z plh 2+5) (Oaf(d+1))'

This leads to the statement in the case A = 0. O
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IIpo HOBi Ta monepeaHi gocJigkeHHst B Teopil Ilerpenka
3pocTaHHs MepoMOpPMHUX (PyHKITii

Ewa Ciechanowicz

Teopis [lerpenka 3pocranus MepoMopdHUX DYHKINH HAJIEKUTD 10 TP~
moro crekTpa Teopii HeBanminuu i Oyma 3amouarkoana B.I1. Ilerpernxkom
y 1960-x pokax. Ilg crarTsd mpucBSUeHA JOCATHEHHSM BUJIATHOTO YIHS
B.II. Ilerpenka, I.I. Mapuenka, Ta iioro BHecky B Teopito. Orjisiy JgessKux
ocuoBHux pesdysbraris [.I. Mapdenka (Ta IX HOJAJbIIMX y3araJbHEHb 1 3a-
CTOCYBaHb), [0 CTOCYIOThCS BIXUJIEHD, BIIOKPEMJIEHUX TOYOK MAKCAMYMY
MOy Ta CHJIbHUX ACUMITOTUYHUX 3HAYEHBb, CTAHOBUTH OCHOBHY YACTUHY
crarTi. 3aK/II09HA YACTUHA CTATTI MPUCBSYEHA y3arajJbHEHHIO PAHHBOTO pe-
gysbrary 1.I. Mapuenka ta A.l. Illepbu o010 cymu BiaxuieHb roJoMOPQHAX
GYHKIIIH B OJUHIYIHOMY KPY3i.

KirowoBi cioBa: mepoMopdHa PYHKINsI, TOJOMOpdHA PDYHKITiSI, BiIXn-
JIEHHSI, TOUKA MAKCUMYMY, aCUMIITOTHIHE 3HATEHHS
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