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#### Abstract

We consider the Navier-Stokes-Vlasov-Poisson system describing the flow of a viscous incompressible fluid containing small solid charged particles. The existence result for weak global solutions of the corresponding boundary value problem is obtained.
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## 1. Introduction

An increasing interest in studying the flow of small solid particles in fluids and gases is stimulated by numerous applications of these processes in a wide range of engineering problems as well as by ecological needs. For example, we refer here to the problem of transport of fine-dispersed suspensions by aerial or liquid flows, the work of hydraulic or pneumatic transport devices, dust-collecting units, etc. There is an extensive literature on the motion of such suspensions.

We will not attempt a review of the literature here but merely mention [1, 2], and the references therein. One of the models often used in the simulation of such processes is a two phase flow model. The main feature of this model is that the system of small solid particles is considered as a continuous matter. Then, the motion of a fluid with particles suspended therein is described as a motion of two miscible continuous phases - the carrying fluid and the "fluid of particles". However, this model is applicable only in the case when the size and the specific density of the particles are identical or slightly different.

There is another model, which is known as Navier-Stokes-Vlasov system. This model describes the motion of a fluid with small solid particles in the case when the sizes of the particles are strongly different. In the framework of this model the solid phase of the mixture is assumed to be a system of spherical particles of high specific density described by a distribution function of the particles depending on their location, velocities and radii. This model is based on the homogenized Navier-Stokes system describing the perturbation of the fluid by the solid particles (see $[3,4]$ ). This system involves an unknown distribution function of the particles $f(x, v, r, t)$. The distribution function satisfies the Vlasov equation where the Stokes forces are taking into account. Combining this equation and the perturbated Navier-Stokes system, we obtain a closed system of equations. Namely, the Navier-Stokes-Vlasov system. The existence of a global weak solution of the corresponding boundary value problem as well as the existence and uniqueness of a smooth solution in a small time interval was proved in [5-7].

In the present paper we consider a similar model which describes the motion of small solid charged particles with high dispersion of radii in a viscous incompressible and non-conducting fluid. We assume that the charges of all particles are of the same sign and proportional to their electric capacities. This means that the charge of a particle of radius $r^{\prime}$ is equal to $q r^{\prime}$. In this case our model is described by the following system of equations:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\left(u \nabla_{x}\right) u-\nu \Delta u+\alpha \int_{a \mathbb{R}^{3}}^{b} r(u(x, t)-v) f(x, v, r, t) d v d r-\nabla p=g,  \tag{1.1}\\
\operatorname{div} u=0,  \tag{1.2}\\
-\Delta \varphi=q \int_{a \mathbb{R}^{3}}^{b} \int_{2} r f(x, v, r, t) d v d r,  \tag{1.3}\\
\frac{\partial f}{\partial t}+\left(v \nabla_{x}\right) f+\operatorname{div}_{v}[G(u, v, \nabla \varphi, r) f]=0,  \tag{1.4}\\
G=\beta r^{-2}[u(x, t)-v]-\gamma r^{-2} \nabla \varphi+g, \tag{1.5}
\end{gather*}
$$

where $u=u(x, t)$ and $p=p(x, t)$ are the velocity and the pressure of the fluid, respectively; $\varphi=\varphi(x, t)$ is the potential of the electric field, generated by the charged particles; $f(x, v, r, t)$ is a normalized distribution function related to the initial distribution function $f_{\varepsilon}(x, v, r, t)$ as

$$
f_{\varepsilon}\left(x, v, r^{\prime}, t\right)=\frac{1}{\varepsilon} f\left(x, v, \frac{r^{\prime}}{\varepsilon}, t\right)
$$

Here $x=\left(x_{1}, x_{2}, x_{3}\right), v=\left(v_{1}, v_{2}, v_{3}\right)$ denote the velocities of the particles, $r^{\prime}=\varepsilon r$ $(0<a \leq r \leq b<\infty)$ are the radii, $\varepsilon$ is the mean radius of particles (small parameter), $\alpha, \beta$ and $\gamma$ are positive constants:

$$
\alpha=6 \pi \nu ; \quad \beta=\frac{9 \rho_{f} \nu}{2 \rho_{p} \varepsilon^{2}} ; \quad \gamma=\frac{3 q}{4 \pi \rho_{p} \varepsilon^{2}}
$$

$\nu$ is the kinematic viscosity of the fluid; $\rho_{f}$ and $\rho_{p}$ are the specific densities of the fluid and the particles, respectively; $g=g(x)$ denotes the gravity forces.

We consider system (1.1)-(1.5) in a bounded convex domain $\Omega \subset \mathbb{R}^{3}$ with a sufficiently smooth boundary $\partial \Omega$. We assume the following boundary conditions on $\partial \Omega$ :

$$
\begin{gather*}
u(x, t)=0 \quad \text { on } S_{T} \equiv \partial \Omega \times[0, T],  \tag{1.6}\\
\varphi(x, t)=0 \quad \text { on } S_{T}  \tag{1.7}\\
f(x, v, r, t)(v, n) \geq 0 \quad \text { on } \partial \Omega \times \mathbb{R}^{3} \times[a, b] \times[0, T], \tag{1.8}
\end{gather*}
$$

where $n=n(x)$ is the outward unit normal vector to $\partial \Omega$ at the point $x ;(\cdot, \cdot)$ in (1.8) denotes the scalar product in $\mathbb{R}^{3}$. Condition (1.6) corresponds to the adhesion of the fluid to $\partial \Omega$. Condition (1.7) means that the boundary is a perfectly conducting one. Finally, condition (1.8) means that a particle, which reaches the boundary $\partial \Omega$ will rest on the $\partial \Omega$.

The system (1.1)-(1.5) has to be completed by the initial conditions:

$$
\begin{gather*}
u(x, 0)=u_{0}(x) \quad \text { in } \Omega  \tag{1.9}\\
f(x, v, r, 0)=f_{0}(x, v, r) \quad \text { in } \Omega \times \mathbb{R}^{3} \times[a, b] \tag{1.10}
\end{gather*}
$$

We call system (1.1)-(1.5) the Navier-Stokes-Vlasov-Poisson system. It is a union of the Navier-Stokes and the Vlasov-Poisson systems. The existence and uniqueness results for both of these systems were studied separately by many authors and by various methods (see, e.g., [8-18]).

The goal of the paper is to prove the existence of a global weak solution to problem (1.1)-(1.10). The approach which is used here is a generalization of the methods developed in [9, 10].

The outline of the paper is the following. In Section 2 we introduce the definition of the weak solution of (1.1)-(1.10) and formulate the main result of the
paper. We begin Section 3 by regularizing problem (1.1)-(1.10) and defining its weak solution. Then we construct finite-dimensional approximations ( $u^{n}, f^{n}, \varphi^{n}$ ) of the solution. To this end, we use the modification of Galerkin's method developed in [9]. Following [10], we use an explicit construction for the solution of the Vlasov equation (1.4). The compactness of the approximations $\left(u^{n}, f^{n}, \varphi^{n}\right)$ is proved in Section 4. Finally, in Section 5 we pass to the limit in the integral identities, which define the weak solution of the regularized problem, and obtain the corresponding identities for the weak solution of the initial problem.

## 2. Definition of Weak Solution and Formulation of the Main Result

Let $\Omega$ be a bounded convex domain in $\mathbb{R}^{3}$ with a sufficiently smooth boundary. We introduce the following notation: $\Omega_{T}=\Omega \times[0, T], Q=\Omega \times \mathbb{R}^{3}, Q_{T}=Q \times[0, T]$, $\mathbb{R}^{6}=\mathbb{R}^{3} \times \mathbb{R}^{3}, \mathbb{R}_{T}^{6}=\mathbb{R}^{6} \times[0, T]$. We also introduce the Hilbert spaces $L_{2}(\Omega)$ and $L_{2}\left(\mathbb{R}^{6}\right)$ with the scalar products

$$
(f, g)_{2, \Omega}=\int_{\Omega} \sum_{i=1}^{3} f_{i}(x) g_{i}(x) d x, \quad(F, G)_{2, \mathbb{R}^{6}}=\int_{\mathbb{R}^{6}} F(x, v, r) G(x, v, r) d x d v
$$

and the spaces $J(\Omega), J^{1}(\Omega)$ that are the closures of divergent-free $C^{\infty}(\bar{\Omega})$ functions with compact support in $L_{2}(\Omega)$ and $\stackrel{\circ}{W_{2}^{1}}(\Omega)$, respectively. We denote by $P$ an extension operator from $L_{2}(\Omega)$ to $L_{2}\left(\mathbb{R}^{3}\right)$ such that for any $u \in L_{2}(\Omega), P u=u$ in $\Omega$ and $P u=0$ in $\mathbb{R}^{3} \backslash \Omega$, and by $S$ a restriction operator from $L_{2}\left(\mathbb{R}^{3}\right)$ to $L_{2}(\Omega)$ such that for any $u \in L_{2}\left(\mathbb{R}^{3}\right) S u=\chi_{\Omega} u$, where $\chi_{\Omega}$ is the characteristic function of $\Omega$.

We assume that the initial functions $u_{0}(x)$ and $f_{0}(x, v, r)$ in (1.9), (1.10) satisfy the following conditions:

$$
\begin{gather*}
\operatorname{div} u_{0}=0, x \in \Omega, \quad u_{0}(x)=0, x \in \partial \Omega, \\
0 \leq f_{0}(x, v, r) \leq A_{1}<\infty,(x, v, r) \in Q \times[a, b],  \tag{2.1}\\
\int_{a}^{b} \int_{Q} f_{0}(x, v, r) d x d v d r=A_{2}<\infty, \quad \int_{a}^{b} \int_{Q} v^{2} f_{0}(x, v, r) d x d v d r=A_{3}<\infty .
\end{gather*}
$$

We consider the triple of functions $\langle u(x, t), \varphi(x, t), f(x, v, r, t)\rangle$, where $u(x, t)$ is a vector function, and $\varphi(x, t), f(x, v, r, t)$ are functions such that

$$
\begin{equation*}
u \in L_{\infty}(0, T ; J(\Omega)) \cap L_{2}\left(0, T ; J^{1}(\Omega)\right) \tag{2.2a}
\end{equation*}
$$

and $u(x, t)$ is a continuous function in $t$ in the weak topology of $L_{2}(\Omega)$

$$
\begin{gather*}
\varphi \in L_{2}\left(0, T ; \stackrel{\circ}{W_{2}^{1}}(\Omega)\right),  \tag{2.2b}\\
f(x, v, r, t)=S \tilde{f}(x, v, r, t) \tag{2.2c}
\end{gather*}
$$

Here $\tilde{f} \in L_{\infty}\left(\mathbb{R}_{T}^{6} \times[a, b]\right), \tilde{f} \in L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$ uniformly in $t \in[0, T]$, and $\tilde{f}$ is continuous in time in the weak topology of $L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$.

Definition 1. The triple of the functions $\langle u(x, t), \varphi(x, t), f(x, v, r, t)\rangle$ is a weak solution of problem (1.1)-(1.10) if the following integral identities hold:

$$
\begin{gather*}
\int_{0}^{T}\left\{\left(u, \zeta_{t}+\left(u \nabla_{x}\right) \zeta\right)_{2, \Omega}-\nu(u, \zeta)_{J^{1}(\Omega)}\right. \\
\left.-\alpha\left(\int_{a \mathbb{R}^{3}}^{b} r(u(x, t)-v) S \tilde{f} d v d r, \zeta\right)_{2, \Omega}+(g, \zeta)_{2, \Omega}\right\} d t+\left(u_{0}, \zeta(0)\right)_{2, \Omega}=0,  \tag{2.3}\\
\int_{0}^{T}\left\{(\nabla \varphi, \nabla \Phi)_{2, \Omega}-q\left(\int_{a \mathbb{R}^{3}}^{b} r S \tilde{f} d v d r, \Phi\right)_{2, \Omega}\right\} d t=0,  \tag{2.4}\\
\int_{0}^{T} \int_{a}^{b}\left(\tilde{f}, \Psi_{t}+\left(v \nabla_{x}\right) \Psi+\left(P G \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t+\int_{a}^{b}\left(P f_{0}, \Psi(0)\right)_{2, \mathbb{R}^{6}} d r=0 \tag{2.5}
\end{gather*}
$$

for any $\zeta, \Phi$ and $\Psi$ such that:

$$
\begin{gather*}
\zeta \in L_{\infty}(0, T ; J(\Omega)) \cap L_{4}\left(0, T ; J^{1}(\Omega)\right), \quad \zeta_{t} \in L_{2}\left(\Omega_{T}\right), \quad \zeta(x, T)=0 ;  \tag{2.6a}\\
\Phi \in L_{2}\left(0, T ; \dot{W}_{2}^{1}(\Omega)\right), \tag{2.6b}
\end{gather*}
$$

$\Psi(x, v, r, t)$ is a function with compact support in the space $\mathbb{R}_{T}^{6} \times[a, b]$ in $x$ and $v$,

$$
\begin{gather*}
\nabla_{x} \Psi \in L_{1}\left(\mathbb{R}_{T}^{6} \times[a, b]\right), \quad \nabla_{v} \Psi \in L_{\infty}\left(\mathbb{R}_{T}^{6} \times[a, b]\right),  \tag{2.6c}\\
\Psi_{t} \in L_{1}\left(\mathbb{R}_{T}^{6} \times[a, b]\right), \quad \Psi(x, v, r, T)=0 .
\end{gather*}
$$

Remark 1. The operators $P$ and $S$ are introduced for the following reason. First, we will construct the solution of (1.4) in $\mathbb{R}_{T}^{6}$ and then restrict this solution to $Q_{T}$. The convexity of the domain $\Omega$ implies condition (1.8).

The main result of the paper is the following

Theorem 1. Let $g \in L_{\infty}\left(0, T ; C^{1}(\Omega)\right), u_{0} \in J(\Omega)$ and $f_{0}(x, v, r)$ satisfy (2.1). Then there exists a weak solution of problem (1.1)-(1.10), such that

$$
\begin{aligned}
& \max _{0 \leq t \leq T}\|u\|_{2, \Omega}+\max _{0 \leq t \leq T} \int_{a}^{b} \int_{Q} v^{2} f d x d v d r+\int_{0}^{T}\|u(t)\|_{J^{1}(\Omega)}^{2} d t+\max _{0 \leq t \leq T}\|\nabla \varphi(t)\|_{2, \Omega}^{2} \\
& \quad<C\left[\left\|u_{0}\right\|_{2, \Omega}+\int_{a}^{b} \int_{Q}\left(1+v^{2}\right) f_{0}(x, v, r) d x d v d r+\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2}\right]
\end{aligned}
$$

where $C$ is a constant that depends on $\Omega$ only.
The proof of Theorem 1 is given in Sections $3-5$.

## 3. Regularized Model

In this section we introduce the regularization of problem (1.1)-(1.10). The regularized model allows us to prove the existence and uniqueness of finitedimensional approximations of its solution. The Section is organized as follows. In Section 3.1 we introduce the regularization of problem (1.1)-1.10) and define its weak solution. In Section 3.2 we construct the finite-dimensional approximations of the solution for the regularized problem. The a priori estimates for these approximations are obtained in Section 3.3. Finally, in Section 3.4 we prove the existence of the desired approximations.

### 3.1. Regularization of problem (1.1)-(1.10)

The regularized problem has the form:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\left(u \nabla_{x}\right) u-\nu \Delta u+\alpha \int_{a \mathbb{R}^{3}}^{b} r \theta_{R}\left((u-v)^{2}\right)(u(x, t)-v) f d v d r-\nabla p=g  \tag{3.1}\\
\operatorname{div} u=0  \tag{3.2}\\
\varepsilon \Delta^{2} \varphi-\Delta \varphi=q \int_{a \mathbb{R}^{3}}^{b} \int f(x, v, r, t) d v d r  \tag{3.3}\\
\frac{\partial f}{\partial t}+\left(v \nabla_{x}\right) f+\operatorname{div}_{v}\left[G_{R, \varepsilon}(u, v, \nabla \varphi, g) f\right]=0 \tag{3.4}
\end{gather*}
$$

$$
\begin{equation*}
G_{R, \varepsilon}(u, v, \nabla \varphi, g)=\frac{\beta}{r^{2}} \theta_{R}\left((u-v)^{2}\right)[u-v]-\frac{\gamma}{r^{2}} \nabla \varphi+g_{\varepsilon}(x, t) . \tag{3.5}
\end{equation*}
$$

Here $\varepsilon>0$ is a sufficiently small parameter; $\theta_{R} \in C^{\infty}(\mathbb{R})$ such that $0 \leq \theta_{R}(z) \leq 1$ if $|z| \leq R, \theta_{R}(z)=0$ if $|z|>2 R$ and $\theta_{R}^{\prime} \leq 0$ if $z \geq 0 ; g_{\varepsilon}(x, t)=g(x, t) \chi_{\varepsilon}(x)$, where $\chi_{\varepsilon} \in C_{0}^{2}(\Omega), \chi_{\varepsilon}(x)=1$ if $x \in \Omega_{\varepsilon} \subset \Omega\left(\operatorname{dist}\left(\partial \Omega_{\varepsilon}, \partial \Omega\right)=\varepsilon\right)$ and $\chi_{\varepsilon}=0$ if $x \in \partial \Omega$.

We complete the problem (3.1)-(3.5) by boundary conditions (1.6)-(1.8) along with the following one:

$$
\begin{equation*}
\frac{\partial \varphi}{\partial n}=0, \quad(x, t) \in S_{T} \tag{3.6}
\end{equation*}
$$

and also by initial conditions (1.9), (1.10).
Remark 2. In contrast to (1.1), (1.3), (1.4) in (3.1), (3.3), (3.4), we observe the cut-off function $\theta_{R}$ and the regularization term $\varepsilon \Delta^{2} \varphi$. These modifications will allow us to prove the existence and uniqueness of the global solution of the characteristic system to Vlasov's equation and then obtain its solution explicitly.

Suppose that the triple of functions $\langle u(x, t), \varphi(x, t), f(x, v, r, t)\rangle$ satisfies conditions (2.2a), (2.2c) and

$$
\begin{equation*}
\varphi \in L_{2}\left(0, T ; \stackrel{\circ}{W_{2}^{2}}(\Omega)\right) \tag{3.7}
\end{equation*}
$$

The triple of functions is called a weak solution of (3.1)-(3.5), (1.6)-(1.8), (3.6), (1.9), (1.10) if

$$
\begin{gather*}
\int_{0}^{T}\left\{\left(u, \zeta_{t}+\left(u \nabla_{x}\right) \zeta\right)_{2, \Omega}-\nu(u, \zeta)_{J^{1}(\Omega)}+(g, \zeta)_{2, \Omega}\right. \\
\left.-\alpha\left(\int_{a \mathbb{R}^{3}}^{b} \int_{2} r \theta_{R}\left((u-v)^{2}\right)(u-v) S \tilde{f} d v d r, \zeta\right)_{2, \Omega}\right\} d t+\left(u_{0}, \zeta(0)\right)_{2, \Omega}=0  \tag{3.8}\\
\int_{0}^{T}\left\{\varepsilon(\Delta \varphi, \Delta \Phi)_{2, \Omega}+(\nabla \varphi, \nabla \Phi)_{2, \Omega}-\left(q \int_{a} \int_{\mathbb{R}^{3}}^{b} r S \tilde{f} d v d r, \Phi\right)_{2, \Omega}\right\} d t=0  \tag{3.9}\\
\left.\int_{0}^{T} \int_{a}^{b}\left(\tilde{f}, \Psi_{t}+\left(v \nabla_{x}\right) \Psi+P G_{R, \varepsilon} \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t+\int_{a}^{b}\left(P f_{0}, \Psi(0)\right)_{2, \mathbb{R}^{6}} d r=0 \tag{3.10}
\end{gather*}
$$

for any $\zeta, \Psi$ satisfying $(2.6 \mathrm{a}),(2.6 \mathrm{c})$ and $\Phi \in L_{2}\left(0, T ; \stackrel{\circ}{W_{2}^{2}}(\Omega)\right)$.

### 3.2. Construction of approximations

In what follows we make use of the lemma.
Lemma 1. Suppose that $f_{0}(x, v, r)$ satisfies condition (2.1). Then there exists a sequence of nonnegative functions $f_{0}^{n}(x, v, r)$ defined in $Q \times[a, b]$ such that for any fixed $n \in \mathbb{N}$ and $r \in[a, b], f_{0}^{n}(x, v, r)$ is infinitely-differentiable in $x$, $v, f_{0}^{n}(x, v, r)$ has a compact support in $Q \times[a, b]$ and $f_{0}^{n}(x, v, r)$ satisfies the inequalities
$\sup _{Q \times[a, b]} f_{0}^{n} \leq A_{1}, \quad \int_{a}^{b} \int_{Q} f_{0}^{n}(x, v, r) d x d v d r \leq A_{2}, \quad \int_{a}^{b} \int_{Q} v^{2} f_{0}^{n}(x, v, r) d x d v d r \leq A_{3}$.
Moreover, $f_{0}^{n} \rightarrow f_{0}$ in $L_{2}(Q \times[a, b])$ as $n \rightarrow \infty$.
The prove of the lemma make use of the standard averaging technique.
We construct the approximations by the method developed in [9] which is a modification of Galerkin's method. We are looking for the approximations of (3.1), (3.2) in the form

$$
\begin{equation*}
u^{n}(x, t)=\sum_{l=1}^{n} C_{n l}(t) \Psi^{l}(x), \tag{3.11}
\end{equation*}
$$

where $C_{n l} \in C^{1}(0, T)$ are unknown coefficients and $\Psi^{l}(x), l=1,2, \ldots$, is the orthonormal basis in $L_{2}(\Omega)$ consisting of the eigenfunctions of the problem

$$
\Delta \Psi^{l}(x)-\nabla g^{l}=\mu_{l} \Psi^{l}(x), \quad \operatorname{div} \Psi^{l}(x)=0, \quad x \in \Omega, \quad \Psi^{l}(x)=0, \quad x \in \partial \Omega .
$$

The corresponding approximations $\varphi^{n}(x, t), \tilde{f}^{n}(x, v, r, t)$ for the solutions of equations (3.3), (3.4) turn out to be the solutions of

$$
\begin{gather*}
\varepsilon \Delta^{2} \varphi^{n}-\Delta \varphi^{n}=q \int_{a}^{b} \int_{\mathbb{R}^{3}} r S \tilde{f}^{n}(x, v, r, t) d v d r  \tag{3.12}\\
\varphi^{n}(x, t)=\frac{\partial \varphi^{n}}{\partial n}=0, \quad(x, t) \in S_{T},  \tag{3.13}\\
\frac{\partial \tilde{f}^{n}}{\partial t}+\left(v \nabla_{x}\right) \tilde{f}^{n}+\operatorname{div}_{v}\left\{\left[\frac{\beta}{r^{2}} \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right) \frac{\gamma}{r^{2}} P \nabla \varphi^{n}+P g_{\varepsilon}\right] \tilde{f}^{n}\right\}=0, \tag{3.14}
\end{gather*}
$$

$$
\begin{equation*}
\left.\tilde{f}^{n}\right|_{t=0}=P f_{0}^{n}, \tag{3.15}
\end{equation*}
$$

where the functions $f_{0}^{n}$ are given in Lemma 1.

We define the functions $X^{n}(x, v, r, t, \tau)$ and $V^{n}(x, v, r, t, \tau)$ as the solutions of the following system of equations:

$$
\begin{align*}
\frac{d X^{n}}{d \tau} & =V^{n} \\
\frac{d V^{n}}{d \tau} & =\frac{\beta}{r^{2}} \theta_{R}\left(\left(P u^{n}\left(X^{n}, \tau\right)-V^{n}\right)^{2}\right)\left(P u^{n}\left(X^{n}, \tau\right)-V^{n}\right)  \tag{3.16}\\
& -\frac{\gamma}{r^{2}} P \nabla \varphi^{n}\left(X^{n}, \tau\right)+P g_{\varepsilon}\left(X^{n}, \tau\right) \\
\left.X^{n}\right|_{\tau=t} & =x,\left.\quad V^{n}\right|_{\tau=t}=v, \quad 0 \leq \tau \leq t, \quad t \in[0, T] .
\end{align*}
$$

The properties of the function $\Psi^{i}$ (see [8]) imply that $\sup _{\Omega_{T}}\left|\nabla u^{n}(x, t)\right|<\infty$, $\left.u^{n}\right|_{S_{T}}=0$. If, for any $t \in[0, T]$, the function $\varphi^{n}(x, t)$ belongs to $C^{2}(\Omega)$ and condition (3.13) is valid, then the right-hand side of system (3.16) satisfies the Lipschitz condition in $X^{n}$ and $V^{n}$. Thus, we obtain the local solvability of (3.16). For any $\tau \in[0, t]$ and $n \in \mathbb{N}$ the functions $X^{n}, V^{n}$ are bounded (see Lem. 2) and, therefore, we can extend them at $\tau=0$.

The solution of problem $(3.14),(3.15)$ is given by

$$
\begin{align*}
& \tilde{f}^{n}(x, v, r, t)=\exp \left\{\frac { \beta } { r ^ { 2 } } \int _ { 0 } ^ { t } \left[3 \theta_{R}\left(\left(P u^{n}\left(X^{n}, \tau\right)-V^{n}\right)^{2}\right) 2 \theta_{R}^{\prime}\left(\left(P u^{n}\left(X^{n}, \tau\right)-V^{n}\right)^{2}\right)\right.\right. \\
& \left.\left.\quad \times\left(P u^{n}\left(X^{n}, \tau\right)-V^{n}\right)^{2}\right] d \tau\right\} P f_{0}^{n}\left(X^{n}(x, v, r, t, 0), V^{n}(x, v, r, t, 0), r\right) \tag{3.17}
\end{align*}
$$

Lemma 2. If $P f_{0}^{n}(x, v, r)$ has a compact support with respect to $x$ and $v$ in $\mathbb{R}^{6}$, then the solution of problem (3.14), (3.15) also has a compact support for any $t \in[0, T]$.

Proof. Suppose that $\operatorname{supp} P f_{0}^{n} \subset \Omega \times K_{R_{0}} \times[a, b]$, where $K_{R_{0}}=$ $\left\{v \in \mathbb{R}^{3}:|v| \leq R_{0}\right\}$. Let us show that for any $x \in \mathbb{R}^{3}, r \in[a, b], t \in[0, T]$ and any $\tau \in[0, T]$ the inequality

$$
\begin{equation*}
|v|>R_{0}+\frac{\beta}{a^{2}} T \sqrt{2 R}+\frac{\gamma}{a^{2}}\left\|\varphi^{n}\right\|_{L_{2}\left(0, T ; C^{2}(\Omega)\right)} \sqrt{T}+\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)} T=R_{\tilde{f}^{n}} \tag{3.18}
\end{equation*}
$$

implies that $\left|V^{n}\right|>R_{0}$.
To this end, we consider the following system of integral equations equivalent to (3.16):

$$
\begin{equation*}
X^{n}(x, v, r, t, \tau)-x=\int_{t}^{\tau} V^{n}(x, v, r, t, s) d s \tag{3.19}
\end{equation*}
$$

$$
\begin{align*}
V^{n}(x, v, r, t, \tau)-v & =\frac{\beta}{r^{2}} \int_{t}^{\tau}\left[\theta_{R}\left(\left(P u^{n}\left(X^{n}, s\right)-v\right)^{2}\right)\left(P u^{n}\left(X^{n}, s\right)-V^{n}\right)\right] d s \\
& -\frac{\gamma}{r^{2}} \int_{t}^{\tau} P \nabla \varphi^{n}\left(X^{n}, s\right) d s+\int_{t}^{\tau} P g_{\varepsilon}\left(X^{n}, s\right) d s . \tag{3.20}
\end{align*}
$$

From (3.18), (3.20) we obtain

$$
\begin{aligned}
&\left|V^{n}(x, v, r, t, \tau)\right| \geq|v|-\frac{\beta}{r^{2}}\left|\int_{t}^{\tau} \theta_{R}\left(\left(P u^{n}\left(X^{n}, s\right)-v\right)^{2}\right)\left(P u^{n}\left(X^{n}, s\right)-V^{n}\right) d s\right| \\
&-\frac{\gamma}{r^{2}}\left|\int_{t}^{\tau} P \nabla \varphi^{n}\left(X^{n}, s\right) d s\right|-\left|\int_{t}^{\tau} P g_{\varepsilon}\left(X^{n}, s\right) d s\right|>R_{0} .
\end{aligned}
$$

On the other hand, it follows from (3.20) that

$$
\sup _{\tau}\left|V^{n}\right| \leq|v|+\frac{\beta}{a^{2}} T \sqrt{2 R}+\frac{\gamma}{a^{2}}\left\|\varphi^{n}\right\|_{L_{2}\left(0, T ; C^{2}(\Omega)\right)} \sqrt{T}+\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)} T
$$

From this estimate and (3.19) we conclude that

$$
\left|X^{n}-x\right| \leq T\left(|v|+\frac{\beta}{a^{2}} T \sqrt{2 R}+\frac{\gamma}{a^{2}}\left\|\varphi^{n}\right\|_{L_{2}\left(0, T ; C^{2}(\Omega)\right)} \sqrt{T}+\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)} T\right)
$$

Hence, (3.17) implies that $\operatorname{supp} \tilde{f} n \subset \Omega \times K_{R_{\tilde{f} n}}$ for any $t \in[0, T], r \in[a, b]$.
Let us show that the convexity of $\Omega$ implies the following boundary condition for the function $f^{n}(x, v, r, t)=S \tilde{f}^{n}(x, v, r, t)$ :

$$
\begin{equation*}
f^{n}(x, v, r, t)(v, n(x)) \geq 0, \quad x \in \partial \Omega \tag{3.21}
\end{equation*}
$$

In fact, since $f^{n}(x, v, r, t) \geq 0$, condition (3.21) is equivalent to the following statement: if there exists a point $x_{0} \in \partial \Omega$ such that $\left(v, n\left(x_{0}\right)\right)<0$, then $f^{n}\left(x_{0}, v, r, t\right)=0$. From the convexity of the domain $\Omega$ it follows that for $\tau<t$ the particle is "out of $\Omega$ " and its motion is described by the equations

$$
\begin{gathered}
\frac{d X^{n}}{d \tau}=V^{n}, \quad \frac{d V^{n}}{d \tau}=-\frac{\beta}{r^{2}} \theta_{R}\left(\left(V^{n}\right)^{2}\right) V^{n} \\
\left.X^{n}\right|_{\tau=t}=x,\left.\quad V^{n}\right|_{\tau=t}=v, \quad 0 \leq \tau \leq t
\end{gathered}
$$

Thus, the trajectory of the particle is a straight line if $\tau \in[0, t]$. Therefore, $P f_{0}\left(X^{n}\left(x_{0}, v, t, 0\right), V^{n}\left(x_{0}, v, t, 0\right), r\right)=0$ and, due to (3.17), the desired boundary condition (3.21) holds.

Now we find the coefficients $C_{n l}(t)$ in (3.11). To this end, we assume that identity (3.1.) holds for any $\zeta(x, t)=H(t) \Psi^{j}(x), j=1,2, \ldots, n$. Here $H \in$ $C^{1}(0, T)$ with $H(T)=0$. This assumption implies that

$$
\begin{gather*}
\left(\frac{\partial u^{n}}{\partial t}+\left(u^{n} \nabla_{x}\right) u^{n}+\alpha \int_{a \mathbb{R}^{3}}^{b} r \theta_{R}\left(\left(u^{n}-v\right)^{2}\right)\left(u^{n}-v\right) S \tilde{f}^{n} d v d r, \Psi^{k}\right)_{2, \Omega} \\
+\nu\left(u^{n}, \Psi^{k}\right)_{J^{1}(\Omega)}=\left(g, \Psi^{k}\right)_{2, \Omega}, \quad k=1,2, \ldots, n . \tag{3.22}
\end{gather*}
$$

One can represent (3.22) as a system of differential functional equations

$$
\begin{gather*}
\frac{d C_{n k}}{d t}+\sum_{l, m=1}^{n} \beta_{l m}^{k} C_{n l}(t) C_{n m}(t)+\sum_{l=1}^{n} \varepsilon_{l}^{k} C_{n l}(t) \\
+\alpha\left(\int_{a \mathbb{R}^{3}}^{b} \int_{R} r \theta_{R}\left(\left(\sum_{l=1}^{n} C_{n l}(t) \Psi^{l}-v\right)^{2}\right)\left(\sum_{l=1}^{n} C_{n l}(t) \Psi^{l}-v\right) S \tilde{f}^{n} d v d r, \Psi^{k}\right)_{2, \Omega}=g^{k}, k=\overline{1, n}, \tag{3.23}
\end{gather*}
$$

where

$$
\beta_{l m}^{k}=\left(\left(\Psi^{l} \nabla\right) \Psi^{m}, \Psi^{k}\right)_{2, \Omega}, \quad \varepsilon_{l}^{k}=\nu\left(\Psi^{l}, \Psi^{k}\right)_{J^{1}(\Omega)}, \quad g^{k}=\left(g, \Psi^{k}\right)_{2, \Omega} .
$$

Now (3.23) defines the coefficient $C_{n l}(t)$. This system has to be completed by the initial conditions for $C_{n l}(t)$. Expanding the function $u_{0}(x)$ into a series in the basis $\Psi^{k}(x)$, i.e., $u_{0}(x)=\sum_{k=1}^{\infty} C_{k} \Psi^{k}(x)$, we obtain the initial conditions

$$
\begin{equation*}
C_{n k}(0)=C_{k}, \quad k=1,2, \ldots, n . \tag{3.24}
\end{equation*}
$$

### 3.3. A priori estimates of approximations

Lemma 3. The following estimates hold:

$$
\begin{gather*}
\sup _{\mathbb{R}_{T}^{6} \times[a, b]} \tilde{f}^{n} \leq A,  \tag{3.25a}\\
\int_{a \mathbb{R}^{6}}^{b} \int_{f^{n}}(x, v, r, t) d x d v d r \leq \int_{a}^{b} \int_{Q} f_{0}(x, v, r) d x d v d r,  \tag{3.25b}\\
\max _{0 \leq t \leq T}\left\|u^{n}(t)\right\|_{2, \Omega}^{2}+\max _{0 \leq t \leq T} \int_{a}^{b} \int_{\mathbb{R}^{3}} v^{2} \tilde{f}^{n} d x d v d r+\int_{0}^{T}\left\|u^{n}(t)\right\|_{J^{1}(\Omega)}^{2} d t
\end{gather*}
$$

$$
\begin{align*}
& +\int_{0}^{T} \int_{a}^{b} \int_{\mathbb{R}^{3}} \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r d t \\
& +\varepsilon \max _{0 \leq t \leq T}\left\|\Delta \varphi^{n}(t)\right\|_{2, \Omega}^{2}+\max _{0 \leq t \leq T}\left\|\nabla \varphi^{n}(t)\right\|_{2, \Omega}^{2} \leq A \tag{3.25c}
\end{align*}
$$

Here $A$ is a constant that depends on $u_{0}, f_{0}, g, \alpha, \beta, \nu$, and $T$ only.
Proof. Using the boundedness of the functions $f_{0}^{n}(x, v, r)$ and the definition of $\theta_{R}(z)$, one obtains inequality (3.25a) from (3.17).

Let us prove (3.25b). To this end, we integrate equation (3.14) over $\mathbb{R}^{6} \times[a, b]$. Since $\tilde{f}^{n}$ has a compact support in $(x, v) \in \mathbb{R}^{6}$, then we get

$$
\frac{d}{d t} \int_{a \mathbb{R}^{6}}^{b} \int_{\tilde{f}^{n}} d x d v d r=0
$$

and inequality ( 3.25 b ) is proved.
Now we prove (3.25c). We multiply the $k$-th equation of system (3.22) by $C_{n k}(t)$ and summarize over $k=1,2, \ldots, n$. Then we extend the vector-functions $u^{n}$ and $g$ by zero to the whole $\mathbb{R}^{3}$. This leads to the following equation:

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|P u^{n}\right\|_{2, \mathbb{R}^{3}}^{2}+\nu\left\|P u^{n}\right\|_{J^{1}\left(\mathbb{R}^{3}\right)}^{2} \\
+\alpha\left(\int_{a}^{b} \int_{\mathbb{R}^{3}} r \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right) \tilde{f}^{n} d v d r, P u^{n}\right)_{2, \mathbb{R}^{3}}=\left(P g, P u^{n}\right)_{2, \mathbb{R}^{3}} . \tag{3.26}
\end{gather*}
$$

We multiply (3.14) by $\frac{\alpha v^{2} r^{3}}{2 \beta}$ and integrate over $\mathbb{R}^{6} \times[a, b]$. We add this equation to (3.26) and get

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left\|P u^{n}\right\|_{2, \mathbb{R}^{6}}^{2}+\nu\left\|P u^{n}\right\|_{J^{1}\left(\mathbb{R}^{3}\right)}^{2}+\alpha \int_{a \mathbb{R}^{6}}^{b} \int_{R} r \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r \\
+\frac{\alpha}{2 \beta} \frac{d}{d t} \int_{a \mathbb{R}^{6}}^{b} \int^{3} r^{3} v^{2} \tilde{f}^{n} d x d v d r+\frac{\alpha \gamma}{\beta} \int_{a \mathbb{R}^{6}}^{b} \int_{a} r\left(\nabla P \varphi^{n}, v\right) \tilde{f}^{n} d x d v d r \\
\quad-\frac{\alpha}{\beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3} \tilde{f}^{n}\left(v, P g_{\varepsilon}\right) d x d v d r=\left(P g, P u^{n}\right)_{2, \mathbb{R}^{3}} . \tag{3.27}
\end{gather*}
$$

Now we differentiate (3.12) with respect to the time variable, multiply it by $\varphi^{n}(x, t)$ and integrate over $\Omega$. Then, taking into account the boundary conditions (3.13), we obtain

$$
\frac{\varepsilon}{2} \frac{d}{d t} \int_{\Omega}\left(\Delta \varphi^{n}\right)^{2} d x+\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\nabla \varphi^{n}\right|^{2} d x=q \int_{a}^{b} \int_{Q} r \varphi^{n}(x, t) S \frac{\partial \tilde{f}^{n}}{\partial t} d x d v d r
$$

We extend the function $\varphi^{n}(x, t)$ by zero outside of $\Omega$ and due to (3.14) we may deduce that

$$
\varepsilon \frac{d}{d t} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}\right)^{2} d x+\frac{d}{d t} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}\right|^{2} d x=q \int_{a \mathbb{R}^{6}}^{b} \int^{b} r\left(\nabla P \varphi^{n}, v\right) \tilde{f}^{n} d x d v d r
$$

We multiply this equation by $\frac{\alpha \gamma}{\beta q}$ and insert it into (3.27). Then we have

$$
\begin{gather*}
\begin{array}{l}
\frac{1}{2} \frac{d}{d t}\left\|P u^{n}\right\|_{2, \mathbb{R}^{3}}^{2}+\nu\left\|P u^{n}\right\|_{J^{1}\left(\mathbb{R}^{3}\right)}^{2}+\alpha \int_{a \mathbb{R}^{6}}^{b} \int_{a} r \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r \\
+\frac{\alpha}{2 \beta} \frac{d}{d t} \int_{a \mathbb{R}^{6}}^{b} \int^{3} v^{2} \tilde{f}^{n} d x d v d r+\frac{\varepsilon \alpha \gamma}{2 \beta q} \frac{d}{d t} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}\right)^{2} d x \\
+\frac{\alpha \gamma}{2 \beta q} \frac{d}{d t} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}\right|^{2} d x=\left(P g, P u^{n}\right)_{2, \mathbb{R}^{3}}+\frac{\alpha}{\beta} \int_{a \mathbb{R}^{6}}^{b} \int^{b} r^{3}\left(v, P g_{\varepsilon}\right) \tilde{f}^{n} d x d v d r .
\end{array} .
\end{gather*}
$$

Let us estimate the right-hand side of (3.28). From Cauchy's inequality we get

$$
\begin{gathered}
\left(P g, P u^{n}\right)_{2, \mathbb{R}^{3}}+\frac{\alpha}{\beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3}\left(v, P g_{\varepsilon}\right) \tilde{f}^{n} d x d v d r \\
\leq \frac{\delta}{2}\left\|P u^{n}\right\|_{2, \mathbb{R}^{3}}^{2}+\frac{1}{2 \delta}\|g\|_{2, \Omega}^{2}+\frac{\delta \alpha}{2 \beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3} v^{2} \tilde{f}^{n} d x d v d r+\frac{\alpha}{2 \delta \beta} \int_{a \mathbb{R}^{6}}^{b} \int^{b} r^{3} \tilde{f}^{n}\left(P g_{\varepsilon}\right)^{2} d x d v d r,
\end{gathered}
$$

where $\delta$ is an arbitrary positive constant.
Let us integrate (3.28) with respect to $t$. Taking into account the previous bound, we have

$$
\frac{1}{2}\left\|P u^{n}(t)\right\|_{2, \mathbb{R}^{3}}^{2}+\nu \int_{0}^{t}\left\|P u^{n}(\tau)\right\|_{J^{1}\left(\mathbb{R}^{3}\right)}^{2} d \tau
$$

$$
\begin{align*}
&+\alpha \int_{0}^{t} \int_{a \mathbb{R}^{6}}^{b} \int_{R} r \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r d \tau+\frac{\alpha}{2 \beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3} r^{2} \tilde{f}^{n}(x, v, r, t) d x d v d r \\
&+ \frac{\varepsilon \alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}(x, t)\right)^{2} d x+\frac{\alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}(x, t)\right|^{2} d x \\
& \leq \frac{1}{2}\left\|u_{0}\right\|_{2, \Omega}^{2}+\frac{\delta}{2} \int_{0}^{t}\left\|P u^{n}(x, \tau)\right\|_{2, \mathbb{R}^{3}}^{2} d \tau+\frac{1}{2 \delta} \int_{0}^{t}\|g\|_{2, \Omega}^{2} d \tau \\
&+\frac{\delta \alpha}{2 \beta} \int_{0}^{t} \int_{a}^{b} \int_{\mathbb{R}^{6}}^{b} r^{3} v^{2} \tilde{f}^{n}(x, v, r, \tau) d x d v d r d \tau+\sum_{i=1}^{3} I_{i} \tag{3.29}
\end{align*}
$$

where

$$
\begin{gathered}
I_{1} \equiv \frac{\alpha}{2 \delta \beta} \int_{0}^{t} \int_{a}^{b} \int_{\mathbb{R}^{6}} r^{3} \tilde{f}^{n}(x, v, r, \tau)\left(P g_{\varepsilon}\right)^{2} d x d v d r d \tau, \\
I_{2} \equiv \frac{\alpha}{2 \beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3} v^{2} P f_{0}^{n}(x, v, r) d x d v d r, \\
I_{3} \equiv \frac{\varepsilon \alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}(x, 0)\right)^{2} d x+\frac{\alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}(x, 0)\right|^{2} d x .
\end{gathered}
$$

Now we estimate $I_{i}, i=1,2,3$.
From (3.25b) and the definition of $g_{\varepsilon}(x, t)$ we get

$$
I_{1} \leq C\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2}
$$

According to Lemma $1, I_{2}$ is uniformly bounded in $n$ by the constant $\tilde{C}$. To estimate $I_{3}$, we consider equation (3.12) for $t=0$ :

$$
\begin{equation*}
\varepsilon \Delta^{2} \varphi^{n}(x, 0)-\Delta \varphi^{n}(x, 0)=q \int_{a \mathbb{R}^{3}}^{b} \int_{0}^{n}(x, v, r) d v d r \tag{3.30}
\end{equation*}
$$

It follows from Lemma 1 that the right-hand side of (3.30) belongs to the space $L_{p}(\Omega)$ with $p \in\left(1, \frac{5}{3}\right)$. In fact

$$
\int_{\Omega}\left(\int_{a \mathbb{R}^{3}}^{b} r f_{0}^{n}(x, v, r) d v d r\right)^{p} d x \leq b^{p} \int_{\Omega}\left(\int_{a \mathbb{R}^{3}}^{b} \frac{1}{\left(1+v^{2}\right)^{1 / p}}\left(1+v^{2}\right)^{1 / p} f_{0}^{n}(x, v, r) d v d r\right)^{p} d x .
$$

From Hölder's inequality we conclude

$$
\begin{aligned}
& \int_{\Omega}\left(\int_{a \mathbb{R}^{3}}^{b} \int_{R^{2}} r f_{0}^{n}(x, v, r) d v d r\right)^{p} d x \leq b^{p} \int_{\Omega}\left(\int_{a \mathbb{R}^{3}}^{b} \int_{a \mathbb{R}^{3}} \frac{d v d r}{\left(1+v^{2}\right)^{q / p}}\right)^{p / q} \\
& \times\left(\iint_{a}^{b}\left(1+v^{2}\right)\left[f_{0}^{n}(x, v, r)\right]^{p} d v d r\right) d x \\
&= b^{p}\left(\int_{a \mathbb{R}^{3}}^{b} \int_{a}^{p / q} \frac{d v d r}{\left(1+v^{2}\right)^{q / p}}\right)^{b} \int_{Q}^{b}\left(1+v^{2}\right)\left[f_{0}^{n}(x, v, r)\right]^{p} d x d v d r<C_{1} .
\end{aligned}
$$

The factor $\int_{a \mathbb{R}^{3}}^{b} \frac{d v d r}{\left(1+v^{2}\right)^{q / p}}$ is bounded for $p \in\left(1, \frac{5}{3}\right)$. Hence, $C_{1}$ is a constant that does not depend on $n$.

We multiply (3.30) by $\varphi^{n}(x, 0)$ and integrate the resulting equation over $\Omega$. We have

$$
\varepsilon \int_{\Omega}\left(\Delta \varphi^{n}(x, 0)\right)^{2} d x+\int_{\Omega}\left|\nabla \varphi^{n}(x, 0)\right|^{2} d x=q \int_{\Omega} \int_{a}^{b} \int_{\mathbb{R}^{3}} r f_{0}^{n}(x, v, r) \varphi^{n}(x, 0) d v d r d x
$$

From Hölder's inequality we get
$q \iint_{\Omega} \int_{a \mathbb{R}^{3}}^{b} r f_{0}^{n}(x, v, r) \varphi^{n}(x, 0) d v d r d x \leq\left\|\int_{a \mathbb{R}^{3}}^{b} r f_{0}^{n}(x, v, r) d v d r\right\|_{L_{p}(\Omega)}\left\|\varphi^{n}(x, 0)\right\|_{L_{q}(\Omega)}$.
As it was shown above, the first term on the right-hand side of this inequality is uniformly bounded in $n$. To estimate the second term we make use of the embedding theorem and Friedrich's inequality

$$
\begin{gathered}
\varepsilon \int_{\Omega}\left(\Delta \varphi^{n}(x, 0)\right)^{2} d x+\int_{\Omega}\left|\nabla \varphi^{n}(x, 0)\right|^{2} d x \leq C_{1}^{1 / p}\left\|\varphi^{n}(x, 0)\right\|_{L_{q}(\Omega)} \\
\leq C_{2}\left\|\varphi^{n}(x, 0)\right\|_{W_{2}^{1}(\Omega)} \leq C_{3}\left\|\nabla \varphi^{n}(x, 0)\right\|_{L_{2}(\Omega)}
\end{gathered}
$$

Thus, $\left\|\nabla \varphi^{n}(x, 0)\right\|_{L_{2}(\Omega)}^{2} \leq C_{3}\left\|\nabla \varphi^{n}(x, 0)\right\|_{L_{2}(\Omega)}$ or $\left\|\nabla \varphi^{n}(x, 0)\right\|_{L_{2}(\Omega)} \leq C_{3}$, and we obtain

$$
I_{3} \leq \frac{\alpha \gamma}{2 \beta} C_{3}^{2} \equiv \hat{C}
$$

where $\hat{C}$ is a constant that does not depend on $n$.

Thus, from (3.29), for any $t \in[0, T]$, we conclude

$$
\begin{gathered}
\frac{1}{2}\left\|P u^{n}(t)\right\|_{2, \mathbb{R}^{3}}^{2}+\nu \int_{0}^{t}\left\|P u^{n}(\tau)\right\|_{J^{1}\left(\mathbb{R}^{3}\right.}^{2} d \tau \\
+\alpha \int_{0}^{t} \int_{a \mathbb{R}^{6}}^{b} \int_{a} r \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r d \tau \\
+\frac{\alpha}{2 \beta} \int_{a \mathbb{R}^{6}}^{b} \int^{3} v^{3} \tilde{f}^{n} d x d v d r+\frac{\varepsilon \alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}(x, t)\right)^{2} d x+\frac{\alpha \gamma}{2 \beta q} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}(x, t)\right|^{2} d x \\
\leq \frac{1}{2}\left\|u_{0}\right\|_{2, \Omega}^{2}+\frac{\delta T}{2} \max _{0 \leq t \leq T}\left\|P u^{n}(t)\right\|_{2, \mathbb{R}^{3}}^{2}+\frac{T}{2 \delta}\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2} \\
+\frac{\alpha b^{3} \delta T}{2 \beta} \max _{0 \leq t \leq T} \int_{a}^{b} \int_{\mathbb{R}^{6}} v^{2} \tilde{f}^{n}(x, v, r, t) d x d v d r+C\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2}+\tilde{C}+\hat{C}
\end{gathered}
$$

Therefore,

$$
\begin{gathered}
\frac{1}{2} \max _{0 \leq t \leq T}\left\|P u^{n}(t)\right\|_{2, \mathbb{R}^{3}}^{2}+\alpha a \int_{0}^{T} \int_{a}^{b} \int_{\mathbb{R}^{6}} \theta_{R}\left(\left(P u^{n}-v\right)^{2}\right)\left(P u^{n}-v\right)^{2} \tilde{f}^{n} d x d v d r d t \\
+\nu \int_{0}^{T}\left\|P u^{n}\right\|_{J^{1}\left(\mathbb{R}^{3}\right)}^{2} d t+\frac{a^{3} \alpha}{2 \beta} \max _{0 \leq t \leq T} \int_{a \mathbb{R}^{6}}^{b} \int^{2} v^{2} \tilde{f}^{n}(x, v, r, t) d x d v d r \\
+\frac{\varepsilon \alpha \gamma}{2 \beta q} \max _{0 \leq t \leq T} \int_{\mathbb{R}^{3}}\left(\Delta P \varphi^{n}(x, t)\right)^{2} d x+\frac{\alpha \gamma}{2 \beta q} \max _{0 \leq t \leq T} \int_{\mathbb{R}^{3}}\left|\nabla P \varphi^{n}(x, t)\right|^{2} d x \\
\quad \leq \frac{1}{2}\left\|u_{0}\right\|_{2, \Omega}^{2}+\frac{\delta T}{2} \max _{0 \leq t \leq T}\left\|P u^{n}(t)\right\|_{2, \mathbb{R}^{3}}^{2}+\frac{T}{2 \delta}\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2} \\
+\frac{\alpha b^{3} \delta T}{2 \beta} \max _{0 \leq t \leq T} \int_{a \mathbb{R}^{6}}^{b} \int^{2} v^{2} \tilde{f}^{n}(x, v, r, t) d x d v d r+C\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2}+\tilde{C}+\hat{C} .
\end{gathered}
$$

We take $\delta$ such that $\delta<\frac{1}{2 T}\left(\frac{a}{b}\right)^{3}$. Now the desired inequality (3.25c) immediately follows from the last bound and Lemma 3 is proved.

### 3.4. Existence result for the approximations $\left(u^{n}, \varphi^{n}, \tilde{f}^{n}\right)$

Lemma 4. For any $n=1,2, \ldots$ and any $R>0, \varepsilon>0$ there exists a unique solution $\left(u^{n}, \varphi^{n}, \tilde{f}^{n}\right)$ of problem (3.11)-(3.15), (3.23), (3.24).

Proof. Let $C(0, T)$ be the space of vector functions $e(t)=\left(e_{1}(t), \ldots, e_{n}(t)\right)$ continuous on $[0, T]$. This space is equipped with a norm $|e|=\max _{0 \leq t \leq T}\left[\sum_{i=1}^{n} e_{i}^{2}(t)\right]^{1 / 2}$.
We take $\varphi \in L_{2}\left(0, T ; C^{2}(\Omega)\right)$ and denote by $w=\left(e_{1}(t), \ldots, e_{n}(t), \varphi(x, t)\right)$. Then $w \in C(0, T) \oplus L_{2}\left(0, T ; C^{2}(\Omega)\right)$. The norm in this space is given by $|w|=$ $|e|+\left(\int_{0}^{T}\|\varphi(t)\|_{C^{2}(\Omega)}^{2} d t\right)^{1 / 2}$.

Let $K$ be a bounded closed convex set in $C(0, T) \oplus L_{2}\left(0, T ; C^{2}(\Omega)\right)$ :
$K=\left\{w:|w| \leq C_{R, \varepsilon}, e_{i}(0)=C_{i}, i=1,2, \ldots, n ; \varphi(x, t)=\frac{\partial \varphi(x, t)}{\partial n}=0,(x, t) \in S_{T}\right\}$.
Here $C_{R, \varepsilon}$ is a constant which will be specified later and $C_{i}$ are the coefficients defined in (3.24).

Let $w^{0}=\left(e_{1}^{0}(t), e_{2}^{0}(t), \ldots, e_{n}^{0}(t), \varphi^{0}(x, t)\right)$ be an arbitrary element of $K$.
We set

$$
q^{0}(x, t)=\sum_{i=1}^{n} e_{i}^{0} \Psi^{i}
$$

and consider the problem

$$
\begin{gather*}
\frac{\partial \tilde{f}}{\partial t}+\left(v \nabla_{x}\right) \tilde{f}+\operatorname{div}_{v}\left\{\left[\frac{\beta}{r^{2}} \theta_{R}\left(\left(P q^{0}-v\right)^{2}\right)\left(P q^{0}-v\right)\right.\right. \\
\left.\left.-\frac{\gamma}{r^{2}} \nabla\left(P \varphi^{0}\right)+P g_{\varepsilon}(x, t)\right] \tilde{f}\right\}=0  \tag{3.31}\\
\left.\tilde{f}\right|_{t=0}=P f_{0}^{n}(x, v, r)
\end{gather*}
$$

The existence and uniqueness of the solution $\tilde{f}$ to this problem follows from the regular properties of the functions $q^{0}, \varphi^{0}$ and $g_{\varepsilon}$. More precisely, $q^{0} \in C\left(0, T ; C^{1}(\Omega)\right), \varphi^{0} \in C^{2}(\Omega) \cap C_{0}^{1}(\Omega), g_{\varepsilon} \in L_{\infty}\left(0, T ; C^{1}(\Omega)\right)$.

Define the vector $q^{1}=\sum_{i=1}^{n} e_{i}^{1} \Psi^{i}$ as a solution of the system of ordinary differential equations

$$
\left(\frac{\partial q^{1}}{\partial t}+\left(q^{0} \nabla\right) q^{1}+\alpha \int_{a \mathbb{R}^{3}}^{b} r \theta_{R}\left(\left(q^{0}-v\right)^{2}\right)\left(q^{0}-v\right) S \tilde{f} d v d r, \Psi^{k}\right)_{2, \Omega}
$$

$$
\begin{equation*}
+\nu\left(q^{1}, \Psi^{k}\right)_{J^{1}(\Omega)}=\left(g, \Psi^{k}\right)_{2, \Omega}, \quad k=1,2, \ldots, n \tag{3.32}
\end{equation*}
$$

This system is a linearization of system (3.23) and can be rewritten as

$$
\begin{gather*}
\frac{d e_{k}^{1}}{d t}+\sum_{j, l=1}^{n} \beta_{j l}^{k} e_{j}^{0} e_{l}^{1}+\sum_{l=1}^{n} \varepsilon_{l}^{k} e_{l}^{1}=g^{k}-\alpha\left(\iint_{a \mathbb{R}^{3}}^{b} r \theta_{R}\left(\left(\sum_{l=1}^{n} e_{l}^{0} \psi^{l}-v\right)^{2}\right)\right. \\
\left.\times\left(\sum_{l=1}^{n} e_{l}^{0} \Psi^{l}-v\right) S \tilde{f} d v d r, \Psi^{k}\right)_{2, \Omega}, \quad k=1,2, \ldots, n \tag{3.33}
\end{gather*}
$$

We complete (3.33) by the following initial data:

$$
\begin{equation*}
e_{k}^{1}(0)=C_{k}=\left(u_{0}, \Psi^{k}\right)_{2, \Omega}, \quad k=1,2, \ldots, n \tag{3.34}
\end{equation*}
$$

The linear problem (3.33), (3.34) has a unique solution $\left\{e_{k}^{1}(t), k=1, \ldots, n\right\}$.
Define $\varphi^{1}(x, t)$ as a solution of the problem:

$$
\begin{gather*}
\varepsilon \Delta^{2} \varphi^{1}-\Delta \varphi^{1}=q \iint_{a_{\mathbb{R}^{3}}}^{b} r S \tilde{f}(x, v, r, t) d v d r  \tag{3.35}\\
\varphi^{1}(x, t)=\frac{\partial \varphi^{1}(x, t)}{\partial n}=0, \quad(x, t) \in S_{T} \tag{3.36}
\end{gather*}
$$

As in the case of equation (3.30), one can conclude that the right-hand side of equation (3.35) belongs to the space $L_{p}(\Omega)$ with $p \in\left(1 ; \frac{5}{3}\right)$, uniformly on $t \in[0, T]$. Therefore, there exists a unique generalized solution of problem (3.35), (3.36) (see [19]) satisfying the inequality

$$
\begin{equation*}
\left\|\varphi^{1}\right\|_{W_{p}^{4}(\Omega)} \leq C_{\varepsilon} \max _{0 \leq t \leq T}\left\|q \int_{a}^{b} \int_{\mathbb{R}^{3}} r S \tilde{f}(x, v, r, t) d v d r\right\|_{L_{p}(\Omega)} \leq \tilde{C}_{R, \varepsilon} \tag{3.37}
\end{equation*}
$$

Taking $p$ from the interval $\left(\frac{3}{2} ; \frac{5}{3}\right)$ and using the embedding theorem, we conclude that $\varphi^{1}(x, t) \in C^{2}(\Omega)$ and

$$
\begin{equation*}
\left\|\varphi^{1}(t)\right\|_{C^{2}(\Omega)} \leq C\left\|\varphi^{1}(t)\right\|_{W_{D}^{4}(\Omega)} \leq C_{R, \varepsilon}^{(1)} . \tag{3.38}
\end{equation*}
$$

Thus, the vector $w^{1}=\left(q^{1}, \varphi^{1}\right)$ may be defined as $w^{1}=\Lambda w^{0}$, where $w^{0} \in K$ and $\Lambda$ is an operator from $K$ to $C(0, T) \oplus L_{2}\left(0, T ; C^{2}(\Omega)\right)$. The fixed points of this operator together with the corresponding functions $\tilde{f}$ give the solution of problem (3.11)-(3.15), (3.23), (3.24).

Now we prove that the operator $\Lambda$ maps the set $K$ into itself. To this end, we have to prove that $\left|w^{1}\right| \leq C_{R, \varepsilon}$ or

$$
\begin{equation*}
\max _{0 \leq t \leq T}\left\|q^{1}\right\|_{J(\Omega)}+\left(\int_{0}^{T}\left\|\varphi^{1}(t)\right\|_{C^{2}(\Omega)}^{2} d t\right)^{1 / 2} \leq C_{R, \varepsilon} \tag{3.39}
\end{equation*}
$$

Let us prove (3.39). We multiply the $k$-th equation in (3.32) by $e_{k}^{1}(t)$ and summarize over $k=\overline{1, n}$. We get

$$
\frac{1}{2} \frac{d}{d t}\left\|q^{1}\right\|_{2, \Omega}^{2}+\nu\left\|q^{1}\right\|_{J^{1}(\Omega)}^{2}=\left(g, q^{1}\right)_{2, \Omega}-\alpha\left(\int_{a \mathbb{R}^{3}}^{b} \int_{2, \Omega} r \theta_{R}\left(\left(q^{0}-v\right)^{2}\right)\left(q^{0}-v\right) S \tilde{f} d v d r, q^{1}\right)
$$

To estimate the second term in the right-hand side of this equation we make use of (3.37), the definition of $\theta_{R}(z)$ and the embedding of the space $L_{s}(\Omega)$ with $s \in[2,6]$ into $J^{1}(\Omega)$. We have

$$
\begin{gathered}
\left|\alpha\left(\int_{a}^{b} \int_{\mathbb{R}^{3}} r \theta_{R}\left(\left(q^{0}-v\right)^{2}\right)\left(q^{0}-v\right) S \tilde{f} d v d r, q^{1}\right)_{2, \Omega}\right| \\
\leq \alpha \sqrt{2 R} b \int_{\Omega}\left|q^{1}(x, t)\right| \iint_{a \mathbb{R}^{3}}^{b} S \tilde{f}(x, v, r, t) d v d r d x \\
\leq \alpha b \sqrt{2 R}\left\{\int_{\Omega}\left[\iint_{a \mathbb{R}^{3}}^{b} S \tilde{f} d v d r\right]^{p} d x\right\}^{1 / p}\left\{\int_{\Omega}\left|q^{1}(x, t)\right|^{s} d x\right\}^{1 / s} \leq \hat{C}_{R, \varepsilon}\left\|q^{1}\right\|_{J^{1}(\Omega)},
\end{gathered}
$$

where $p \in\left(\frac{3}{2}, \frac{5}{3}\right), s \in\left(\frac{5}{2}, 3\right)$, and $\frac{1}{p}+\frac{1}{s}=1$.
As in the case of the proof of $(3.25 \mathrm{c})$, one can obtain

$$
\begin{aligned}
& \frac{1}{4} \max _{0 \leq t \leq T}\left\|q^{1}(t)\right\|_{2, \Omega}^{2}+\frac{\nu}{2}\left\|q^{1}\right\|_{L_{2}\left(0, T ; J^{1}(\Omega)\right)}^{2} \leq \frac{1}{2}\left\|u_{0}\right\|_{2, \Omega}^{2} \\
& \quad+C\left[T^{3}\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}^{2}+\hat{C}_{R, \varepsilon}^{2} T^{2}\right] \equiv \frac{1}{4}\left[C_{R, \varepsilon}^{(2)}\right]^{2}
\end{aligned}
$$

Hence, we get

$$
\max _{0 \leq t \leq T}\left\|q^{1}(t)\right\|_{2, \Omega} \leq C_{R, \varepsilon}^{(2)}
$$

An estimate for the second term in (3.39) follows from (3.38). Namely,

$$
\left(\int_{0}^{T}\left\|\varphi^{1}(t)\right\|_{C^{2}(\Omega)}^{2} d t\right)^{1 / 2} \leq C_{R, \varepsilon}^{(1)} \sqrt{T}
$$

and, hence, $\left|w^{1}\right| \leq C_{R, \varepsilon}^{(1)} \sqrt{T}+C_{R, \varepsilon}^{(2)} \equiv C_{R, \varepsilon}$.
Now we show that $\Lambda, \Lambda: K \rightarrow K$, is a compact operator and estimate the derivative $\frac{d w^{1}}{d t}$. Multiplying the $k$-th equation in (3.32) by $\frac{d e_{k}^{1}}{d t}$ and summarizing over $k=\overline{1, n}$, we get

$$
\begin{gathered}
\left\|q_{t}^{1}\right\|_{2, \Omega}^{2}+\left(\left(q^{0} \nabla\right) q^{1}, q_{t}^{1}\right)_{2, \Omega}+\frac{\nu}{2} \frac{d}{d t}\left\|q^{1}\right\|_{J^{1}(\Omega)}^{2} \\
+\alpha\left(\int_{a \mathbb{R}^{3}}^{b} \int_{R} r \theta_{R}\left(\left(q^{0}-v\right)^{2}\right)\left(q^{0}-v\right) S \tilde{f} d v d r, q_{t}^{1}\right)_{2, \Omega}=\left(g, q_{t}^{1}\right)_{2, \Omega} .
\end{gathered}
$$

Then we obtain

$$
\begin{gathered}
\left\|q_{t}^{1}\right\|_{2, \Omega}^{2}+\frac{\nu}{2} \frac{d}{d t}\left\|q^{1}\right\|_{J^{1}(\Omega)}^{2} \\
\leq\left\|q_{t}^{1}\right\|_{2, \Omega}\left[\left\|q^{0}\right\|_{C(\Omega)}\left\|q^{1}\right\|_{J^{1}(\Omega)}+\|g\|_{L_{\infty}\left(0, T ; C^{1}(\Omega)\right)}(\operatorname{mes} \Omega)^{1 / 2}+C\right]
\end{gathered}
$$

where $C \equiv \alpha b \sqrt{2 R} A(b-a) \frac{4}{3} \pi R_{\tilde{f}}^{3}(\operatorname{mes} \Omega)^{1 / 2}, A$ is the constant defined in (3.25a), and $R_{\tilde{f}}$ is defined in Lemma 2. We observe that the functions $\Psi^{k}$ are smooth and $\left\|q^{0}\right\|_{C(\Omega)} \leq C_{n}$. Then, applying Young's inequality and integrating with respect to $t$, we get

$$
\int_{0}^{T}\left\|q_{t}^{1}\right\|_{2, \Omega}^{2} d t \leq C_{n}
$$

This gives $\left\|e^{1}\right\|_{W_{2}^{1}(0, T)}^{2} \leq C_{n}$. Therefore, the function $e^{1} \in W_{2}^{1}(0, T)$. Moreover, $W_{2}^{1}(0, T)$ is compactly embedded in $C(0, T)$ [20].

To complete the proof of the compactness of the operator $\Lambda$ we make use of the following Lemma (see [21]):

Lemma. Let $B_{0}, B$ and $B_{1}$ be Banach spaces such that $B_{0} \subset B \subset B_{1}$. $B_{0}$ and $B_{1}$ are reflexive, and the embedding of $B_{0}$ in $B_{1}$ is compact. Consider the Banach space

$$
W=\left\{v: v \in L_{p_{0}}\left(0, T ; B_{0}\right), v^{\prime}=\frac{d v}{d t} \in L_{p_{1}}\left(0, T ; B_{1}\right)\right\},
$$

where $0<T<+\infty$ is fixed and $1<p_{i}<\infty, i=0,1$. The norm in the space $W$ is defined by $\|v\|_{L_{p_{0}}\left(0, T ; B_{0}\right)}+\left\|v^{\prime}\right\|_{L_{p_{1}}\left(0, T ; B_{1}\right)}$.

Then the embedding of $W$ in $L_{p_{0}}(0, T ; B)$ is compact.
This lemma implies that the Banach space

$$
W=\left\{\varphi(x, t): \varphi(x, t) \in L_{2}\left(0, T ; W_{p}^{4}(\Omega)\right), \varphi_{t}^{\prime} \in L_{2}\left(0, T ; L_{2}(\Omega)\right)\right\}
$$

with the norm $\|\varphi\|_{L_{2}\left(0, T ; W_{p}^{4}(\Omega)\right)}+\left\|\varphi_{t}^{\prime}\right\|_{L_{2}\left(0, T ; L_{2}(\Omega)\right)}$ is compactly embedded in $L_{2}\left(0, T ; C^{2}(\Omega)\right)$.

Therefore, it remains to prove that $\frac{\partial \varphi^{1}}{\partial t} \in L_{2}\left(0, T ; L_{2}(\Omega)\right)$.
By differentiating equations (3.35) and (3.36) with respect to $t$, we obtain the following problem for $\varphi_{t}^{1}$ :

$$
\begin{gather*}
\varepsilon \Delta^{2} \varphi_{t}^{1}-\Delta \varphi_{t}^{1}=q \int_{a \mathbb{R}^{3}}^{b} r S \frac{\partial \tilde{f}(x, v, r, t)}{\partial t} d v d r, \quad(x, t) \in \Omega_{T}  \tag{3.40}\\
\varphi_{t}^{1}=\frac{\partial \varphi_{t}^{1}}{\partial n}=0, \quad(x, t) \in S_{T} \tag{3.41}
\end{gather*}
$$

Using equation (3.31) for the function $\tilde{f}$, we can rewrite (3.40) in the form

$$
\varepsilon \Delta^{2} \varphi_{t}^{1}-\Delta \varphi_{t}^{1}=-q \int_{a \mathbb{R}^{3}}^{b} r\left(v \nabla_{x}\right) S \tilde{f} d v d r
$$

Multiplying this equation by $\varphi_{t}^{1}$, integrating it over $\Omega$ and taking into account (3.41), we obtain

$$
\varepsilon \int_{\Omega}\left(\Delta \varphi_{t}^{1}\right)^{2} d x+\int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x=q \int_{\Omega} \int_{a}^{b} \int_{\mathbb{R}^{3}} r\left(v, \nabla \varphi_{t}^{1}\right) S \tilde{f} d v d r d x
$$

Let us estimate the right-hand side of this equation. Using Lemmas 2, 3, we get

$$
\begin{gathered}
q \int_{\Omega} \int_{a \mathbb{R}^{3}}^{b} \int_{\Omega} r\left(v, \nabla \varphi_{t}^{1}\right) S \tilde{f} d v d r d x \\
\leq q b\left\{\int_{\Omega} \int_{a \mathbb{R}^{3}}^{b} \int^{2} S \tilde{f} d v d r d x\right\}^{1 / 2}\left\{\int_{\Omega} \iint_{a \mathbb{R}^{3}}^{b} S \tilde{f}\left|\nabla \varphi_{t}^{1}\right|^{2} d v d r d x\right\}^{1 / 2}
\end{gathered}
$$

$$
\begin{aligned}
& \leq q b \sqrt{A}\left(A(b-a) \frac{4}{3} \pi R_{\tilde{f}}^{3}\right)^{1 / 2}\left\{\int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x\right\}^{1 / 2} \\
= & \bar{C}_{R, \varepsilon}\left\{\int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x\right\}^{1 / 2} \leq \frac{1}{2} \int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x+\frac{1}{2} \bar{C}_{R, \varepsilon}^{2} .
\end{aligned}
$$

Then,

$$
\varepsilon \int_{\Omega}\left(\Delta \varphi_{t}^{1}\right)^{2} d x+\int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x \leq \frac{1}{2} \int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x+\frac{1}{2} \bar{C}_{R, \varepsilon}^{2}
$$

and, therefore

$$
\max _{0 \leq t \leq T} \int_{\Omega}\left|\nabla \varphi_{t}^{1}\right|^{2} d x \leq \bar{C}_{R, \varepsilon}^{2}
$$

Taking into account (3.41), we conclude that $\varphi_{t}^{1} \in L_{2}\left(0, T ; W_{2}^{1}(\Omega)\right)$. Thus, it is proved that the image $\Lambda[K]$ of the set $K$ is a compact set in $C(0, T) \oplus$ $L_{2}\left(0, T ; C^{2}(\Omega)\right)$. The continuity of the operator $\Lambda$ follows from the continuous dependence of the solutions of (3.33) on the initial data, the coefficients and the right-hand sides; the continuous dependence of the solution of (3.14) on the coefficients that follows from (3.16) and (3.17); the a priori estimate of the right-hand side of (3.12) and the embedding theorem of $\left.W_{p}^{4}(\Omega)\right)\left(p \in\left(\frac{3}{2} ; \frac{5}{3}\right)\right)$ in $C^{2}(\Omega)$.

Schauder's theorem implies that the operator $\Lambda$ has a fixed point in $K$. We denote it by $w=\left(e_{1}(t), \ldots, e_{n}(t), \varphi(x, t)\right)$.

The proof of the uniqueness of the solution of $(3.11)-(3.14),(3.23),(3.24)$ is carried out in a standard way. Lemma 4 is proved.

## 4. Convergence Properties of the Approximations $\left(u^{n}, \varphi^{n}, \tilde{f}^{n}\right)$

Due to the a priori estimates (3.25a), (3.25c) one can extract subsequences $\left\{u^{n}\right\},\left\{\varphi^{n}\right\}$, and $\left\{\tilde{f}^{n}\right\}$ (still denoted by $n$ ) such that:
$u^{n} \rightarrow u$ *-weakly in $L_{\infty}(0, T ; J(\Omega))$ and weakly in $L_{2}\left(0, T ; J^{1}(\Omega)\right) ;$
$\tilde{f}^{n} \rightarrow \tilde{f} *$-weakly in $L_{\infty}\left(\mathbb{R}_{T}^{6} \times[a, b]\right)$;
$\varphi^{n} \rightarrow \varphi$ *-weakly in $L_{\infty}\left(0, T ; W_{2}^{1}(\Omega)\right)$.
These types of convergence are not sufficient to pass to the limit as $n \rightarrow \infty$. Therefore, in Lemmas 5, 7, and 9 the additional properties of sequences $\left\{\tilde{f}^{n}\right\}$ and $\left\{u^{n}\right\}$ will be obtained. In Lemmas 6 and 8 we show that the limit functions $\tilde{f}(x, v, r, t)$ and $u(x, t)$ satisfy the conditions from the definition of weak solution and Theorem 1. The additional properties of the solutions of problems (1.3), (1.7) and (3.3), (1.7), (3.6) are established in Lemma 10 proved in [22].

Lemma 5. There exists a subsequence $\left\{\tilde{f}^{n}\right\}$ that converges uniformly with respect to $t \in[0, T]$ in the weak topology of $L_{2}\left(\mathbb{R}^{6} \times[a, b]\right)$.

Proof. We denote by $\left\{g_{i}(x, v, r)\right\}$ an orthonormal total sequence of smooth functions with compact support in $L_{2}\left(\mathbb{R}^{6} \times[a, b]\right)$. Let us consider the sequence

$$
\alpha_{n i}(t)=\int_{a \mathbb{R}^{6}}^{b} \int_{f^{n}}(x, v, r, t) g_{i}(x, v, r) d x d v d r, \quad i=1,2, \ldots
$$

Due to estimates (3.25a), (3.25b) this sequence is bounded for any fixed $i$ uniformly in $n$. Moreover, from (3.14), (3.25a) and (3.25b) after simple rearrangements we get

$$
\left|\frac{d \alpha_{n i}(t)}{d t}\right|=\left|\int_{a}^{b} \int_{\mathbb{R}^{6}} g_{i}(x, v, r) \frac{\partial \tilde{f}^{n}}{\partial t} d x d v d r\right| \leq \tilde{C}_{i}\left(1+\left\|u^{n}\right\|_{2, \Omega}+\left\|\nabla \varphi^{n}\right\|_{2, \Omega}\right)
$$

This estimate, along with (3.25c), implies that the sequence $\left\{\alpha_{n i}(t)\right\}$ is equicontinuous for any $i, i=1,2, \ldots$ One can extract a subsequence that converges uniformly in $t$ from any fixed interval $(0, T]$ and for any $i$. We keep the same notation for this subsequence.

Let $b(x, v, r)$ be an arbitrary function from $L_{2}\left(\mathbb{R}^{6} \times[a, b]\right)$ and $\beta_{i}$ be its Fourier coefficients with respect to $\left\{g_{i}(x, v, r)\right\}$. Then, we have

$$
\begin{gathered}
\sup _{0 \leq t \leq T}\left|\int_{a}^{b} \int_{\mathbb{R}^{6}}^{b} b(x, v, r)\left[\tilde{f}^{n}(x, v, r, t)-\tilde{f}^{m}(x, v, r, t)\right] d x d v d r\right| \\
=\sup _{0 \leq t \leq T} \mid \int_{a}^{b} \int_{\mathbb{R}^{6}}^{b}\left\{\left(b(x, v, r)-\sum_{i=1}^{N} \beta_{i} g_{i}(x, v, r)\right)\left[\tilde{f}^{n}-\tilde{f}^{m}\right]\right. \\
\left.+\sum_{i=1}^{N} \beta_{i} g_{i}(x, v, r)\left[\tilde{f}^{n}-\tilde{f}^{m}\right]\right\} d x d v d r\left|\leq \sup _{0 \leq t \leq T}\right| \sum_{i=1}^{N} \beta_{i}\left(\alpha_{i n}(t)-\alpha_{i m}(t)\right) \mid \\
+2 A\left\{\int_{a \mathbb{R}^{6}}^{b}\left|b(x, v, r)-\sum_{i=1}^{N} \beta_{i} g_{i}(x, v, r)\right|^{2} d x d v d r\right\}^{\frac{1}{2}}
\end{gathered}
$$

where $A$ is the constant defined in Lemma 3.
For sufficiently large $N, n$ and $m$, the right-hand side of this inequality is arbitrarily small. This proves the lemma.

Lemma 6. The limit function $\tilde{f}(x, v, r, t)$ is such that:

$$
\begin{equation*}
\tilde{f}(x, v, r, t) \geq 0 \text { almost everywhere in } \mathbb{R}_{T}^{6} \times[a, b] \tag{4.1}
\end{equation*}
$$

$$
\begin{gather*}
\int_{a}^{b} \int_{\mathbb{R}^{6}} \tilde{f}(x, v, r, t) d x d v d r=\int_{a}^{b} \int_{Q} f_{0}(x, v, r) d x d v d r  \tag{4.2}\\
\sup _{0<t<T} \int_{a \mathbb{R}^{6}}^{b} \int^{b} v^{2} \tilde{f}(x, v, r, t) d x d v d r<\infty \tag{4.3}
\end{gather*}
$$

Proof. We denote by $B$ an arbitrary measurable set in $\mathbb{R}^{6} \times[a, b]$ with $\operatorname{mes} B<\infty$. According to Lemma 5, we have

$$
\int_{B} \tilde{f}(x, v, r, t) d x d v d r=\lim _{n \rightarrow \infty} \int_{B} \tilde{f}^{n}(x, v, r, t) d x d v d r
$$

Due to (3.17), $\tilde{f}^{n}(x, v, r, t) \geq 0$, and (4.1) is proved.
One can easily see that

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{6}}\left(1+x^{2}\right)^{\delta / 2} \tilde{f}^{n}(x, v, r, t) d x d v d r \leq \delta A t+\hat{A}, \tag{4.4}
\end{equation*}
$$

where $\hat{A}$ is a constant such that $\hat{A}=\hat{A}\left(f_{0}\right), A$ is the constant defined in Lemma 3 , and $\delta \in(0,1)$. In fact, from equation (3.14), we have

$$
\begin{aligned}
& \left|\frac{d}{d t} \int_{a}^{b} \int_{\mathbb{R}^{6}}\left(1+x^{2}\right)^{\delta / 2} \tilde{f}^{n}(x, v, r, t) d x d v d r\right|=\left|\int_{a \mathbb{R}^{6}}^{b}\left(1+x^{2}\right)^{\delta / 2}\left(v \nabla_{x}\right) \tilde{f}^{n} d x d v d r\right| \\
& =\left|\delta \int_{a \mathbb{R}^{6}}^{b}(v, x)\left(1+x^{2}\right)^{\frac{\delta}{2}-1} \tilde{f}^{n} d x d v d r\right| \leq \delta \int_{a \mathbb{R}^{6}}^{b}\left(1+v^{2}\right) \tilde{f}^{n} d x d v d r \leq \delta A .
\end{aligned}
$$

Here we used the boundedness of the support of $\tilde{f}^{n}(x, v, r, t)$, and (3.25c). Inequality (4.4) immediately follows from the last bound.

Now we prove the following statement. For any $\varepsilon_{1}>0$, there exists $R_{1}\left(\varepsilon_{1}\right)<\infty$ such that for any $n$ and $t \in[0, T]$

$$
\begin{equation*}
\int_{a}^{b} \int_{\mathbb{R}^{3}} \int_{|x|>R_{1}\left(\varepsilon_{1}\right)} \tilde{f}^{n}(x, v, r, t) d x d v d r+\int_{a}^{b} \int_{|v|>R_{1}\left(\varepsilon_{1}\right)} \int_{\mathbb{R}^{3}} \tilde{f}^{n}(x, v, r, t) d x d v d r<\varepsilon_{1} \tag{4.5}
\end{equation*}
$$

In fact,

$$
\begin{gathered}
\int_{a}^{b} \int_{\mathbb{R}^{3}} \int_{|x|>R} \tilde{f}^{n} d x d v d r+\int_{a}^{b} \int_{|v|>R} \int_{\mathbb{R}^{3}} \tilde{f}^{n} d x d v d r \\
\leq \frac{1}{\left(1+R^{2}\right)^{\delta / 2}} \int_{a}^{b} \int_{\mathbb{R}^{6}}\left(1+x^{2}\right)^{\delta / 2} \tilde{f}^{n} d x d v d r+\frac{1}{1+R^{2}} \int_{a}^{b} \int_{\mathbb{R}^{6}}\left(1+v^{2}\right) \tilde{f}^{n} d x d v d r \\
\leq \frac{\delta A T+A_{1}}{\left(1+R^{2}\right)^{\delta / 2}}+\frac{A}{1+R^{2}} .
\end{gathered}
$$

As it follows from (4.1), (4.5) and Lemma 1

$$
\begin{gathered}
\int_{a}^{b} \int_{\mathbb{R}^{6}} \tilde{f}(x, v, r, t) d x d v d r=\lim _{R \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{a}^{b} \int_{|v|<R} \int_{|x|<R} \tilde{f}^{n} d x d v d r \\
=\lim _{n \rightarrow \infty} \int_{a \mathbb{R}^{6}}^{b} \int_{\mathbb{f}^{n}}(x, v, r, t) d x d v d r=\lim _{n \rightarrow \infty} \int_{a \mathbb{R}^{6}}^{b} \int_{f^{n}} \tilde{f}^{n}(x, v, r, 0) d x d v d r \\
=\lim _{n \rightarrow \infty} \int_{Q} f_{0}^{n}(x, v, r) d x d v d r=\int_{a}^{b} \int_{Q} f_{0}(x, v, r) d x d v d r .
\end{gathered}
$$

Equation (4.2) is proved.
It remains to prove (4.3). Let $b_{R}(x, v)$ be a function such that $\left|b_{R}(x, v)\right| \leq 1$ and $b_{R}(x, v)=0$ if $|x| \geq R$ and $|v| \geq R$, where $R$ is a positive parameter. We have

$$
\begin{gathered}
\int_{a}^{b} \int_{\mathbb{R}^{6}} v^{2} b_{R}(x, v) \tilde{f}(x, v, r, t) d x d v d r= \\
=\int_{a}^{b} \int_{\mathbb{R}^{6}} v^{2} b_{R}(x, v)\left(\tilde{f}-\tilde{f}^{n}\right) d x d v d r+\int_{a}^{b} \int_{\mathbb{R}^{6}} v^{2} b_{R}(x, v) \tilde{f}^{n} d x d v d r .
\end{gathered}
$$

According to Lemma 5, the first term on the right-hand side tends to zero as $n \rightarrow \infty$ for any fixed $R$. It also follows from the definition of the function $b_{R}(x, v)$ and $(3.25 \mathrm{c})$ that the second term is bounded uniformly in $n$ and $R$ by the constant $A$ defined in Lemma 3. Lemma 6 is proved.

Lemma 7. The sequence $\left\{\tilde{f}^{n}\right\}$ converges (up to a subsequence) to $\tilde{f}$ in the weak topology of $L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$ uniformly in $t \in[0, T]$.

Proof. Let $g(x, v, r) \in L_{\infty}\left(\mathbb{R}^{6} \times[a, b]\right)$. Then, we have

$$
\begin{array}{r}
\left|\int_{a}^{b} \int_{\mathbb{R}^{6}}^{b} g(x, v, r)\left[\tilde{f}^{n}(x, v, r, t)-\tilde{f}^{m}(x, v, r, t)\right] d x d v d r\right|  \tag{4.6}\\
\leq\left|\int_{a}^{b} \int_{|v| \leq R_{1}} \int_{|x| \leq R_{1}} g(x, v, r)\left[\tilde{f}^{n}(x, v, r, t)-\tilde{f}^{m}(x, v, r, t)\right] d x d v d r\right| \\
+\left[\int_{a}^{b} \int_{\mathbb{R}^{3}} \int_{|x|>R_{1}}\left(\tilde{f}^{n}+\tilde{f}^{m}\right) d x d v d r+\int_{a}^{b} \int_{|v|>R_{1}} \int_{\mathbb{R}^{3}}\left(\tilde{f}^{n}+\tilde{f}^{m}\right) d x d v d r\right]\|g\|_{L_{\infty}\left(\mathbb{R}^{6} \times[a, b]\right)} .
\end{array}
$$

Due to inequality (4.5) and the choice of $R_{1}$, the second term on the right-hand side of (4.6) is sufficiently small, uniformly in $n, m$ and $t$. According to Lemma 5 , the first term on the right-hand side of (4.6) is smaller than any $\varepsilon_{1}>0$ for any fixed $R_{1}$ and $n, m>N\left(\varepsilon_{1}\right)$. Thus, the sequence $\left\{\tilde{f}^{n}\right\}$ is weakly fundamental in $L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$ uniformly in $t$. Therefore, it is weakly convergent in $L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$ uniformly in $t$. Lemma 7 is proved.

Corollary 1. The limit function $\tilde{f}(x, v, r, t)$ is continuous in $t \in[0, T]$ in the weak topology of $L_{1}\left(\mathbb{R}^{6} \times[a, b]\right)$.

Lemma 8. The vector function $u(x, t)$ is weakly continuous in $t$ in the norm of $L_{2}(\Omega)$.

Proof. First, we show that for any fixed $k$ and $n \geq k$, the functions $C_{n k}(t)$ in (3.11) represent a uniformly bounded and equicontinuous set of functions on $[0, T]$. The uniform boundedness of $C_{n k}(t)$ is a consequence of the $a$ priori estimate $(3.25 \mathrm{c})$. One can obtain the corresponding equicontinuity from (3.22). Indeed, integrating (3.22) with respect to $\tau \in(t, t+\Delta t)$, estimating the right-hand side and using Cauchy's inequality, we have

$$
\begin{gathered}
\left|C_{n k}(t+\Delta t)-C_{n k}(t)\right| \leq \nu\left\|\Psi^{k}\right\|_{J^{1}(\Omega)}\left\|u^{n}\right\|_{L_{2}\left(0, T ; J^{1}(\Omega)\right)} \sqrt{\Delta t} \\
+\max _{x \in \Omega}\left|\Psi^{k}(x)\right|\left\|u^{n}\right\|_{L_{\infty}(0, T ; J(\Omega))} \sqrt{\Delta t}\left\|u^{n}\right\|_{L_{2}\left(0, T ; J^{1}(\Omega)\right)} \\
+\int_{t}^{t+\Delta t}\|g(\tau)\|_{2, \Omega} d \tau+\alpha b \max _{x \in \Omega}\left|\Psi^{k}(x)\right|\left\{\int_{t}^{t+\Delta t} \int_{\Omega} \int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) d v d r d x d \tau\right\}^{1 / 2}
\end{gathered}
$$

$$
\times\left\{\int_{0}^{T} \int_{\Omega} \int_{a}^{b} \int_{\mathbb{R}^{3}} \theta_{R}\left(\left(u^{n}(x, \tau)-v\right)^{2}\right)\left|u^{n}(x, \tau)-v\right|^{2} S \tilde{f}^{n}(x, v, r, \tau) d v d r d x d \tau\right\}^{1 / 2} .
$$

From (3.25b), (3.25c) and the properties of the functions $\Psi^{k}(x)$, we get

$$
\left|C_{n k}(t+\Delta t)-C_{n k}(t)\right| \leq A(k) \sqrt{\Delta t}+\int_{t}^{t+\Delta t}\|g(\tau)\|_{2, \Omega} d \tau
$$

It is clear that for any fixed $k$ and $n \geq k$ the right-hand side of this inequality tends to zero uniformly in $t$ as $\Delta t \rightarrow 0$. By the usual diagonal process we extract a subsequence $n_{l}$. For any fixed $k$, the functions $C_{n_{l} k}(t)$ converge uniformly to a continuous function $C_{k}(t)$ as $l \rightarrow \infty$. For this subsequence we keep the same notation $C_{n k}(t)$.

Now we prove that the sequence of functions $u^{n}(x, t)$ converges to the function $u(x, t)$ in the weak topology of $L_{2}(\Omega)$ uniformly with respect to $t \in[0, T]$.

We denote by $g(x)$ an arbitrary vector function from $L_{2}(\Omega)$ and by $g_{k}$ the Fourier coefficients of this function with respect to the system $\left\{\Psi^{k}(x)\right\}$. Then,

$$
\begin{aligned}
& \quad \sup _{[0, T]}\left|\int_{\Omega}\left(u^{n}(x, t)-u^{m}(x, t), g(x)\right) d x\right| \\
& =\sup _{[0, T]} \mid \int_{\Omega}\left[\left(g(x)-\sum_{k=1}^{N} g_{k} \Psi^{k}(x), u^{n}(x, t)-u^{m}(x, t)\right)\right. \\
& \left.+\sum_{k=1}^{N} g_{k}\left(\Psi^{k}(x), u^{n}(x, t)-u^{m}(x, t)\right)\right] d x \mid \leq \sup _{[0, T]}\left\{\int_{\Omega}\left|g(x)-\sum_{k=1}^{N} g_{k} \Psi^{k}(x)\right|^{2} d x\right\}^{1 / 2} \\
& \times\left\{\left[\int_{\Omega}\left|u^{n}(x, t)\right|^{2} d x\right]^{1 / 2}+\left[\int_{\Omega}\left|u^{m}(x, t)\right|^{2} d x\right]_{[0, T]}\right\}+\sum_{k=1}^{N} g_{k}\left(C_{n k}(t)-C_{m k}(t)\right) \mid \\
& \leq\left(\left\|u^{n}\right\|_{L_{\infty}(0, T ; J(\Omega))}+\left\|u^{m}\right\|_{L_{\infty}(0, T ; J(\Omega))}\right)\left\{\int_{\Omega}\left|g(x)-\sum_{k=1}^{N} g_{k} \Psi^{k}(x)\right|^{2} d x\right\}^{1 / 2} \\
& +\sup _{[0, T]}\left|\sum_{k=1}^{N} g_{k}\left(C_{n k}(t)-C_{m k}(t)\right)\right| \cdot
\end{aligned}
$$

It is clear that the right-hand side of this inequality, for $N, n, m$ sufficiently large, is arbitrary small.

It follows from the convergence of the sequence $\left\{u^{n}(x, t)\right\}$ to the function $u(x, t)$ that this limit is continuous in $t$ in the weak topology of $L_{2}(\Omega)$. Lemma 8 is proved.

Lemma 9. Galerkin's approximations $\left\{u^{n}\right\}$ satisfy the following inequality:

$$
\int_{0}^{T-\rho}\left\|u^{n}(t+\rho)-u^{n}(t)\right\|_{2, \Omega}^{2} d t<C \rho^{1 / 2}
$$

where $\rho$ is an arbitrary constant from $(0, T)$, and $C$ is a constant that does not depend on $n$.

Proof. We will obtain this inequality by the arguments similar to those used in $[8,9]$. For any fixed $\rho \in(0, T), t \in[0, T-\rho]$ and $\tau \in[t, t+\rho]$ from (3.22) we have

$$
\begin{gather*}
\left(\frac{\partial u^{n}}{\partial \tau}+\left(u^{n} \nabla_{x}\right) u^{n}+\alpha \int_{a \mathbb{R}^{3}}^{b} \int_{R} r \theta_{R}\left(\left(u^{n}-v\right)^{2}\right)\left(u^{n}-v\right) S \tilde{f}^{n} d v d r, \Phi\right)_{2, \Omega} \\
+\nu\left(u^{n}, \Phi\right)_{J^{1}(\Omega)}=(g, \Phi)_{2, \Omega}, \tag{4.7}
\end{gather*}
$$

where $\Phi$ is an arbitrary function from $J^{1}(\Omega)$ such that $\Phi=\sum_{k=1}^{n} d_{k} \Psi^{k}$. We set $\Phi=u^{n}(x, t+\rho)-u^{n}(x, t)$. Integrating (4.7) with respect to $\tau$ in the interval $[t, t+\rho]$, we get

$$
\begin{gathered}
\left\|u^{n}(t+\rho)-u^{n}(t)\right\|_{2, \Omega}^{2}=\int_{t}^{t+\rho}\left\{\left(u^{n}(\tau),\left(u^{n}(\tau) \nabla\right)\left[u^{n}(t+\rho)-u^{n}(t)\right]\right)_{2, \Omega}\right. \\
-\nu\left(u^{n}(\tau), u^{n}(t+\rho)-u^{n}(t)\right)_{J^{1}(\Omega)}+\left(g(\tau), u^{n}(t+\rho)-u^{n}(t)\right)_{2, \Omega} \\
\left.-\alpha\left(\int_{a \mathbb{R}^{3}}^{b} \int_{R} r \theta_{R}\left(\left(u^{n}(\tau)-v\right)^{2}\right)\left(u^{n}(\tau)-v\right) S \tilde{f}^{n}(v, a, \tau) d v d r, u^{n}(t+\rho)-u^{n}(t)\right)_{2, \Omega}\right\} d \tau .
\end{gathered}
$$

Therefore,

$$
\begin{equation*}
\left\|u^{n}(t+\rho)-u^{n}(t)\right\|_{2, \Omega}^{2} \leq \sum_{k=1}^{8} I_{k}(t) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{gathered}
I_{1}(t)+I_{2}(t) \equiv \int_{t}^{t+\rho} \int_{\Omega}\left|u^{n}(x, \tau)\right|^{2}\left(\left|D u^{n}(x, t+\rho)\right|+\left|D u^{n}(x, t)\right|\right) d x d \tau, \\
I_{3}(t)+I_{4}(t) \equiv \nu \int_{t}^{t+\rho} \int_{\Omega}\left|D u^{n}(x, \tau)\right|\left(\left|D u^{n}(x, t+\rho)\right|+\left|D u^{n}(x, t)\right|\right) d x d \tau, \\
I_{5}(t)+I_{6}(t) \equiv \int_{t}^{t+\rho} \int_{\Omega}|g(x, \tau)|\left(\left|u^{n}(x, t+\rho)\right|+\left|u^{n}(x, t)\right|\right) d x d \tau, \\
I_{7}(t)+I_{8}(t) \equiv \alpha \int_{t}^{t+\rho} \int_{\Omega}^{b} \int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) \theta_{R}\left(\left(u^{n}(x, \tau)-v\right)^{2}\right)\left|u^{n}(x, \tau)-v\right| \\
\quad \times\left(\left|u^{n}(x, t+\rho)\right|+\left|u^{n}(x, t)\right|\right) d v d r d x d \tau,
\end{gathered}
$$

and

$$
\left|D u^{n}\right|=\left(\sum_{i, j=1}^{3}\left(\frac{\partial u_{i}^{n}}{\partial x_{j}}\right)^{2}\right)^{1 / 2}
$$

Integrating inequality (4.8) with respect to $t$ in the interval $[0, T-\rho]$ and estimating the terms $I_{k}(t),(k=1,2, \ldots, 8)$ on the right-hand side, one can show that

$$
\begin{equation*}
\int_{0}^{T-\rho} I_{k}(t) d t \leq \eta_{k} \rho^{1 / 2}, \quad k=1,2, \ldots, 8 \tag{4.9}
\end{equation*}
$$

where $\eta_{k}$ are constants that do not depend on $n$.
Using Cauchy's inequality and the embedding theorem of $J^{1}(\Omega)$ in $L_{4}(\Omega)$, we get

$$
\int_{0}^{T-\rho} I_{1}(t) d t \leq C \int_{0}^{T-\rho} \int_{t}^{t+\rho}\left\|u^{n}(\tau)\right\|_{J^{1}(\Omega)}^{2}\left\|u^{n}(t+\rho)\right\|_{J^{1}(\Omega)} d \tau d t
$$

We change the order of integration supposing that $u^{n}(x, t)=0$ for $t>T$ and $t<0$. Then,

$$
\int_{0}^{T-\rho} I_{1}(t) d t \leq C \int_{0}^{T}\left\|u^{n}(\tau)\right\|_{J^{1}(\Omega)}^{2} \int_{\tau-\rho}^{\tau}\left\|u^{n}(t+\rho)\right\|_{J^{1}(\Omega)} d t d \tau
$$

$$
\leq C \sqrt{\rho}\left(\int_{0}^{T}\left\|u^{n}(t)\right\|_{J^{1}(\Omega)}^{2} d t\right)^{3 / 2} \equiv \eta_{1} \sqrt{\rho}
$$

In the same way one can obtain the estimate for $I_{2}(t)$.
Now we consider $I_{3}(t)$. Cauchy's inequality and estimate (3.25c) imply that

$$
\begin{aligned}
& \int_{0}^{T-\rho} I_{3}(t) d t \leq \nu \int_{0}^{T-\rho} \int_{t}^{t+\rho}\left\|u^{n}(\tau)\right\|_{J^{1}(\Omega)}\left\|u^{n}(t+\rho)\right\|_{J^{1}(\Omega)} d \tau d t \\
& \leq \nu \int_{0}^{T-\rho}\left\|u^{n}(t+\rho)\right\|_{J^{1}(\Omega)}\left\{\rho \int_{t}^{t+\rho}\left\|u^{n}(\tau)\right\|_{J^{1}(\Omega)}^{2} d \tau\right\}^{1 / 2} d t \\
& \leq \nu\left\{\rho \int_{0}^{T}\left\|u^{n}(\tau)\right\|_{J^{1}(\Omega)}^{2} d \tau\right\}^{1 / 2} \int_{0}^{T}\left\|u^{n}(t)\right\|_{J^{1}(\Omega)} d t \\
& \leq \nu(A \rho)^{1 / 2}\left(T \int_{0}^{T}\left\|u^{n}(t)\right\|_{J^{1}(\Omega)}^{2} d t\right)^{1 / 2} \leq \nu A T \rho^{1 / 2} \leq \eta_{3} \sqrt{\rho} .
\end{aligned}
$$

A similar bound can be easily proved for $I_{4}(t)$.
Consider now the terms $I_{5}(t)$ and $I_{6}(t)$. It is easy to see that

$$
I_{k}(t) \leq \max _{0 \leq t \leq T}\left\|u^{n}(t)\right\|_{J(\Omega)} \int_{t}^{t+\rho} \| g\left(\tau \|_{2, \Omega} d \tau, \quad k=5,6 .\right.
$$

Changing the order of integration, we get

$$
\int_{0}^{T-\rho} \int_{t}^{t+\rho}\|g(\tau)\|_{2, \Omega} d \tau d t \leq \rho \int_{0}^{T}\|g(\tau)\|_{2, \Omega} d t
$$

This inequality implies bound (4.9) for $I_{5}(t), I_{6}(t)$.
Finally, we consider the terms $I_{7}(t), I_{8}(t)$. Using Cauchy's inequality, we get

$$
I_{7}(t) \leq \alpha \int_{t}^{t+\rho} \int_{\Omega}\left|u^{n}(x, t+\rho)\right|\left\{\int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) d v d r\right\}^{1 / 2}
$$

$$
\times\left\{\int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) \theta_{R}\left(\left(u^{n}(x, \tau)-v\right)^{2}\right)\left|u^{n}(x, \tau)-v\right|^{2} d v d r\right\}^{1 / 2} d x d \tau
$$

To estimate the integral over $\Omega$, we make use of Hölder's inequality. Namely, we have

$$
\begin{align*}
& I_{7}(t) \leq \alpha \int_{t}^{t+\rho}\left\{\int_{\Omega}\left|u^{n}(x, t+\rho)\right|^{6} d x\right\}^{1 / 6}\left\{\int_{\Omega}\left(\int_{a}^{b} \int_{\mathbb{R}^{3}}^{b} S \tilde{f}^{n}(x, v, r, \tau) d v d r\right)^{3 / 2} d x\right\}^{1 / 3} \\
& \times\left\{\int_{\Omega} \int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) \theta_{R}\left(\left(u^{n}(x, \tau)-v\right)^{2}\right)\left|u^{n}(x, \tau)-v\right|^{2} d v d r d x\right\}^{1 / 2} d \tau . \tag{4.10}
\end{align*}
$$

Let us consider the second factor on the right-hand side of (4.10). From the a priory estimates (3.25a), (3.25c) we have

$$
\begin{gathered}
\left\{\int_{\Omega}\left(\int_{a}^{b} \int_{\mathbb{R}^{3}} S \tilde{f}^{n}(x, v, r, \tau) d v d r\right)^{3 / 2} d x\right\}^{1 / 3} \\
\leq \int_{\Omega}\left(\int_{a}^{b} \int_{\mathbb{R}^{3}}\left(1+v^{2}\right)\left[S \tilde{f}^{n}(x, v, r, \tau)\right]^{3 / 2} d v d r\right) \\
\times\left(\int_{a \mathbb{R}^{3}}^{b} \int^{b} \frac{d v d r}{\left(1+v^{2}\right)^{2}}\right)^{1 / 2} d x \leq C_{1} \iint_{\Omega} \int_{\mathbb{R}^{3}}^{b}\left(1+v^{2}\right) S \tilde{f}^{n}(x, v, r, \tau) d v d r d x \leq C_{2} .
\end{gathered}
$$

Therefore, it follows from (4.10) that

$$
\begin{gathered}
I_{7}(t) \leq C_{3} \rho\left[\int_{0}^{T}\left\{\int_{\Omega}\left|u^{n}(x, t)\right|^{6} d x\right\}^{1 / 3} d t\right]^{1 / 2} \\
\times\left\{\int_{0}^{T} \int_{a}^{b} \int_{Q} S \tilde{f}^{n}(x, v, r, t) \theta_{R}\left(\left(u^{n}(x, t)-v\right)^{2}\right)\left(u^{n}(x, t)-v\right)^{2} d v d x d r d t\right\}^{1 / 2} .
\end{gathered}
$$

Due to $(3.25 \mathrm{c})$ and the embedding of $J^{1}(\Omega)$ in $L_{6}(\Omega)$, we have

$$
\int_{0}^{T-\rho} I_{7}(t) d t \leq \eta_{7} \rho
$$

The term $I_{8}(t)$ can be estimated in a similar way.
Thus, inequality (4.9) is obtained. The proof of Lemma 9 is completed.
Lemma 9 and estimates (3.25a)-(3.25c) imply that $\left\{u^{n}\right\}$ is compact set in $L_{2}\left(\Omega_{T}\right)$. Then there exists a subsequence (still denoted by $\left\{u^{n}\right\}$ ) which strongly converges to $u(x, t)$ in $L_{2}\left(\Omega_{T}\right)$.

Finally, the additional convergence properties of the sequence $\left\{\varphi^{n}\right\}$ are given by the following Lemma (see [22]).

Lemma 10. Let $\Omega$ be a bounded domain in $\mathbb{R}^{3}$ with sufficiently smooth boundary and $\varphi_{\varepsilon}(x)$ be a solution of

$$
\begin{gathered}
\varepsilon \Delta^{2} \varphi_{\varepsilon}-\Delta \varphi_{\varepsilon}=F, \quad \text { in } \Omega, \\
\varphi_{\varepsilon}=0, \quad \varepsilon \frac{\partial \varphi_{\varepsilon}}{\partial n}=0, \quad \text { on } \partial \Omega,
\end{gathered}
$$

where $\varepsilon \geq 0, F \in L_{p}(\Omega)\left(p>\frac{6}{5}\right)$.
Then,

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left|\nabla \varphi_{\varepsilon}-\nabla \varphi_{0}\right| d x=0
$$

uniformly with respect to $F$ such that $\|F\|_{L_{p}(\Omega)} \leq C$.

## 5. Passage to the Limit in (3.1.)-(3.10)

In this section we pass to the limit in (3.1.)-(3.10) and obtain (2.3)-(2.5). To this end, we set $R=n, \varepsilon=\frac{1}{n}$.

### 5.1. Derivation of identity (2.3)

We multiply (3.22) by $H_{i}(t)$ and summarize over $j$. Then, integrating by parts, we obtain (3.1.) for $u^{n}$ and $\tilde{f}^{n}$, where the test functions $\zeta$ are defined by

$$
\zeta(x, t)=\sum_{j=1}^{n} H_{j}(t) \Psi^{j}(x), \quad H_{j}(t) \in C^{1}(0, T), \quad H_{i}(T)=0
$$

Notice that the set of functions $\zeta$ is dense in the set of functions satisfying (2.6a).

Now, we show that the limits of the subsequences $\left\{u^{n}\right\}$ and $\left\{\tilde{f}^{n}\right\}$ satisfy (2.3). Due to the strong convergence of $\left\{u^{n}\right\}$ to $u$ in $L_{2}\left(\Omega_{T}\right)$, the uniform boundedness of $\left\|u^{n}\right\|_{L_{2}\left(\Omega_{T}\right)}$ in $n$, and (2.6a) we get

$$
\lim _{n \rightarrow \infty}\left(u^{n},\left(u^{n} \nabla_{x}\right) \zeta\right)_{2, \Omega_{T}}=\left(u,\left(u \nabla_{x}\right) \zeta\right)_{2, \Omega_{T}}
$$

Pass to the limit as $n \rightarrow \infty$ in the term of (3.1.) containing $\tilde{f}^{n}$. Notice that for any $\varepsilon>0$ there exists $R_{1}(\varepsilon)>0$ such that

$$
\begin{equation*}
I \equiv \int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \geq R_{1}\right\}} r \theta_{n}\left(\left(u^{n}-v\right)^{2}\right) S \tilde{f}^{n}(x, v, r, t)\left|u^{n}-v \| \zeta(x, t)\right| d x d v d r d t<\varepsilon \tag{5.1}
\end{equation*}
$$

uniformly in $n$. Following the lines of the derivation of the bound of $I_{7}$ (see Lem. 9), taking into account Lemma 3, and the fact that $\zeta \in L_{4}\left(0, T ; J^{1}(\Omega)\right)$, we get

$$
I \leq \sqrt{A}\left\{\int_{a}^{b} \int_{|v| \geq R_{1}} \frac{d v d a}{\left(1+v^{2}\right)^{2}}\right\}^{1 / 6}
$$

Inequality (5.1) immediately follows from this estimate.
Next we prove that for any $R_{1}>0$

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left(\int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r \theta_{n}\left(\left(u^{n}-v\right)^{2}\right) S \tilde{f}^{n}(x, v, r, t)\left(u^{n}-v, \zeta\right) d x d v d r d t\right. \\
& \left.-\int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r S \tilde{f}(x, v, r, t)(u(x, t)-v, \zeta(x, t)) d x d v d r d t\right)=0 . \tag{5.2}
\end{align*}
$$

To this end, we represent the left hand side of this equation as a sum of the following integrals:

$$
\begin{gathered}
I_{1} \equiv \int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r S\left(\tilde{f}^{n}-\tilde{f}\right)(u-v, \zeta) d x d v d t d r \\
I_{2} \equiv \int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r S \tilde{f}^{n}\left[\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right]\left(u^{n}-v, \zeta\right) d x d v d t d r
\end{gathered}
$$

$$
\begin{gather*}
I_{3} \equiv \int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r S \tilde{f}^{n}\left[\theta_{n}\left((u-v)^{2}\right)-1\right]\left(u^{n}-v, \zeta\right) d x d v d t d r, \\
I_{4} \equiv \int_{a}^{b} \int_{Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}} r S \tilde{f}^{n}\left(u^{n}-u, \zeta\right) d x d v d t d r . \tag{5.3}
\end{gather*}
$$

We recall that $\tilde{f}^{n} \rightarrow \tilde{f} *$-weakly in $L_{\infty}\left(\mathbb{R}_{T}^{6} \times[a, b]\right)$. Moreover, it is easy to see that $(u-v, \zeta) \in L_{1}\left(Q_{T} \cap\left\{v:|v| \leq R_{1} \mid\right\}\right)$. Then $I_{1} \rightarrow 0$ as $n \rightarrow \infty$.

Let us estimate $I_{2}$. First, we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{|v| \leq R_{1}} \int_{\Omega}\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right|^{3} d x d v d t=0 \tag{5.4}
\end{equation*}
$$

In fact, since $\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right| \leq C\left|\left(u^{n}-v\right)^{2}-(u-v)^{2}\right| \leq C\left(\mid u^{n}-\right.$ $\left.u\left|\left|u^{n}\right|+|u|\right| u^{n}-u|+2| v| | u^{n}-u \mid\right)$, then

$$
\begin{gathered}
\int_{0}^{T} \int_{|v| \leq R_{1}} \int_{\Omega}\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right| d x d v d t \\
\leq \hat{C}\left\|u^{n}-u\right\|_{2, Q_{T}}\left(\left\|u^{n}\right\|_{L_{\infty}(0, T ; J(\Omega))}+\|u\|_{L_{\infty}(0, T ; J(\Omega))}+1\right) .
\end{gathered}
$$

Thus, the convergence of $u^{n}$ to $u$ in $L_{2}\left(Q_{T}\right)($ as $n \rightarrow \infty)$ and the bound $\mid \theta_{n}\left(\left(u^{n}-\right.\right.$ $\left.v)^{2}\right)-\theta_{n}\left((u-v)^{2}\right) \mid \leq 2$ imply (5.4).

From (3.25a) we have

$$
\left|I_{2}\right| \leq A(b-a) \int_{0}^{T} \int_{|v| \leq R_{1}} \int_{\Omega}\left|u^{n}-v\right|\left|\theta_{n}\left((u-v)^{2}\right)-\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)\right||\zeta| d x d v d t .
$$

Using Hölder's inequality, we obtain

$$
\begin{aligned}
\left|I_{2}\right| \leq A(b-a) & \int_{0}^{T}\left[\left\{\int_{|v| \leq R_{1}} \int_{\Omega}\left|u^{n}-v\right|^{2} d x d v\right\}^{1 / 2} \times\left\{\int_{|v| \leq R_{1}} \int_{\Omega}|\zeta(x, t)|^{6} d x d v\right\}^{1 / 6}\right. \\
\times & \left.\left\{\int_{|v| \leq R_{1}} \int_{\Omega}\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right|^{3} d x d v\right\}^{1 / 3}\right] d t
\end{aligned}
$$

$$
\begin{aligned}
& \leq \tilde{A}\left(1+\left\|u^{n}\right\|_{L_{\infty}(0, T ; J(\Omega))}\right) \times\left\{\int_{|v| \leq R_{1}} \int_{\Omega}|\zeta(x, t)|^{6} d x d v\right\}^{1 / 6} \\
& \times \int_{0}^{T}\left\{\int_{|v| \leq R_{1}} \int_{\Omega}\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right|^{3} d x d v\right\}^{1 / 3} d t .
\end{aligned}
$$

Applying Hölder's inequality to the integral with respect to the time variable, we get

$$
\begin{aligned}
\left|I_{2}\right| \leq \hat{A} & \left\{\int_{0}^{T} \int_{|v| \leq R_{1}} \int_{\Omega}\left|\theta_{n}\left(\left(u^{n}-v\right)^{2}\right)-\theta_{n}\left((u-v)^{2}\right)\right|^{3} d x d v d t\right\}^{1 / 3} \\
& \times\left\{\int_{0}^{T}\left[\int_{|v| \leq R_{1}} \int_{\Omega}|\zeta(x, t)|^{6} d x d v\right]^{1 / 4} d t\right\}^{2 / 3}
\end{aligned}
$$

Using (5.4) and the embedding of $J^{1}(\Omega)$ in $L_{6}(\Omega)$, we finally obtain

$$
\lim _{n \rightarrow \infty} I_{2}=0
$$

To estimate $I_{3}$ we decompose the domain $\Omega_{T}$ into two parts. Namely, we set

$$
\Omega_{T}^{1}=\left\{(x, t) \in \Omega_{T}:|u(x, t)| \leq B\right\}, \quad \Omega_{T}^{2}=\Omega_{T} \backslash \Omega_{T}^{1},
$$

where $B$ is a positive constant. Since $u \in L_{2}\left(\Omega_{T}\right)$, then for any $\delta>0$ there exists $B$ such that mes $\Omega_{T}^{2}<\delta$. Hence,

$$
\begin{aligned}
\left|I_{3}\right| & \leq A\left(\int_{a}^{b} \int_{|v| \leq R_{1}} \int_{\Omega_{T}^{1}}\left|\theta_{n}\left((u-v)^{2}\right)-1\right|\left|\left(u^{n}-v, \zeta\right)\right| d x d v d r d t\right. \\
& \left.+\int_{a}^{b} \int_{|v| \leq R_{1}} \int_{\Omega_{T}^{2}}\left|\theta_{n}\left((u-v)^{2}\right)-1\right|\left|\left(u^{n}-v, \zeta\right)\right| d x d v d r d t\right) .
\end{aligned}
$$

The argument of the function $\theta_{n}$ is bounded in $\Omega_{T}^{1} \times\left\{v:|v| \leq R_{1}\right\}$. The sequence $\left\{\theta_{n}\right\}$ converges uniformly to 1 as $n \rightarrow \infty$ on any compact set. Therefore, since $\left(u^{n}-v, \zeta\right) \in L_{1}\left(Q_{T} \cap\left\{v:|v| \leq R_{1}\right\}\right)$, then for sufficiently large $n$ the integral over
$\Omega_{T}^{1} \times\left\{v:|v| \leq R_{1} \times[a, b]\right\}$ is arbitrary small. The second integral is arbitrary small due to the choice of $\delta$. This means that $I_{3} \rightarrow 0$ as $n \rightarrow \infty$.

Consider now the last integral in (5.1.). We have

$$
\begin{aligned}
\left|I_{4}\right| \leq & A \frac{4}{3} \pi R_{1}^{3} \int_{0}^{T} \int_{\Omega}\left|u^{n}-u\right||\zeta| d x d t \leq A \frac{4}{3} \pi R_{1}^{3}\left\{\int_{\Omega_{T}}\left|u^{n}-u\right|^{2} d x d t\right\}^{1 / 2} \\
& \times\left\{\int_{0}^{T} \int_{\Omega}|\zeta|^{2} d x d t\right\}^{1 / 2} \leq \tilde{A}\left\|u^{n}-u\right\|_{2, \Omega_{T}}\|\zeta\|_{L_{\infty}(0, T ; J(\Omega))} .
\end{aligned}
$$

Thus, $\lim _{n \rightarrow \infty} I_{4}=0$, and (5.2) is proved.
It follows from (5.1), (5.2) that

$$
\int_{a}^{b} \int_{Q_{T}} r S \tilde{f}|u(x, t)-v| \zeta(x, t) d x d v d r d t<\infty
$$

This estimate, along with (5.1), (5.2), allows us to pass to the limit as $n \rightarrow \infty$ in the fourth term of (3.1.). The remaining terms in (3.1.) are linear with respect to $u^{n}$, and the passage to the limit as $n \rightarrow \infty$ is evident. Identity (2.3) is proved.

### 5.2. Derivation of identity (2.4)

Multiplying (3.12) by $\Phi(x, t)$ and integrating by parts, we obtain (3.9) for $\varphi^{n}$ and $\tilde{f}^{n}$ with $\varepsilon=\frac{1}{n}$.

The first term in (3.9) tends to zero as $n \rightarrow \infty$. Indeed,

$$
\begin{equation*}
\left|\frac{1}{n} \int_{0}^{T}\left(\Delta \varphi^{n}, \Delta \Phi\right)_{2, \Omega} d t\right| \leq \frac{1}{\sqrt{n}} \int_{0}^{T} \frac{1}{\sqrt{n}}\left\|\Delta \varphi^{n}\right\|_{2, \Omega}\|\Delta \Phi\|_{2, \Omega} d t \leq \frac{1}{\sqrt{n}} \sqrt{A} \int_{0}^{T}\|\Delta \Phi\|_{2, \Omega} d t, \tag{5.5}
\end{equation*}
$$

where $A$ is the constant defined in (3.25c).
We recall (see the beginning of Section 4) that the sequence $\left\{\varphi^{n}\right\} \rightarrow \varphi^{*}$ weakly in $L_{\infty}\left(0, T ; W_{2}^{1}(\Omega)\right)$. Taking into account the properties of the functions $\Phi(x, t)$, we can pass to the limit in the second term of (3.9).

Lemma 7 and Lebesgue's theorem allow us to pass to the limit in the third term of (3.9) for $\Phi \in L_{\infty}\left(0, T ; \stackrel{\circ}{W_{2}^{2}}(\Omega)\right)$. The functional space $L_{\infty}\left(0, T ; \stackrel{\circ}{W_{2}^{2}}(\Omega)\right)$ is dense in $L_{2}\left(0, T ; \stackrel{\circ}{W}_{2}^{1}(\Omega)\right)$. Identity (2.4) is proved.

### 5.3. Derivation of identity (2.5)

Taking into account (3.5) from identity (3.10), we get

$$
\begin{align*}
& \int_{0}^{T} \int_{a}^{b}\left(\tilde{f}^{n}, \Psi_{t}+\left(v \nabla_{x}\right) \Psi+\left(g_{n}(x, t) \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t+\int_{a}^{b}\left(P f_{0}^{n}, \Psi(0)\right)_{2, \mathbb{R}^{6}} d r \\
& \quad+\beta \int_{0}^{T} \int_{a}^{b} \frac{1}{r^{2}}\left(\tilde{f}^{n},\left(P \theta_{n}\left(\left(u^{n}-v\right)^{2}\right)\left[u^{n}(x, t)-v\right] \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t \\
& \quad-\gamma \int_{0}^{T} \int_{a}^{b} \frac{1}{r^{2}}\left(\tilde{f}^{n},\left(P \nabla_{x} \varphi^{n}(x, t) \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t=0 \tag{5.6}
\end{align*}
$$

where $\Psi(x, v, r, t)$ is an arbitrary function satisfying conditions (2.6c).
Due to the $*$-weak convergence of the sequence $f^{n}(x, v, r, t)$ in $L_{\infty}\left(\mathbb{R}_{T}^{6} \times[a, b]\right)$ (see Lem. 3) and the properties of the functions $g_{n}(x, t), \Psi(x, v, r, t)$ we can pass to the limit in the first integral of (5.6). According to Lemma 1 and the properties of the functions $f_{0}^{n}(x, v, r)$, we can pass to the limit in the second integral of (5.6). Applying the arguments similar to the ones used in Section 5.1 for the term containing $\tilde{f}^{n}$ in (3.1.), we pass to the limit in the third integral of (5.6).

Consider the fourth integral in (5.6). Let $\mathcal{G}_{n}(x, y)$ be Green's function of problem (3.12), (3.13) with $\varepsilon=\frac{1}{n}$ and $\mathcal{G}(x, y)$ be Green's function of problem (1.3), (1.7). We introduce the following notation:

$$
\begin{gathered}
F_{n}(x, t)=q \int_{a}^{b} \int_{\mathbb{R}^{3}} r \tilde{f}^{n}(x, v, r, t) d v d r, \quad F(x, t)=q \int_{a}^{b} \int_{\mathbb{R}^{3}} r \tilde{f}(x, v, r, t) d v d r, \\
\varphi^{n}(x, t)=\int_{\Omega} \mathcal{G}_{n}(x, y) F_{n}(y, t) d y, \quad \varphi(x, t)=\int_{\Omega} \mathcal{G}(x, y) F(y, t) d y \\
\tilde{\varphi}^{n}(x, t)=\int_{\Omega} \mathcal{G}(x, y) F_{n}(y, t) d y
\end{gathered}
$$

where $\tilde{f}(x, v, r, t)$ is the $*$-weak limit of the sequence $\left\{\tilde{f}^{n}(x, v, r, t)\right\}$ in $L_{\infty}\left(\mathbb{R}_{T}^{6} \times\right.$ $[a, b]$ ).

The functions $F_{n}$ belong to $L_{p}(\Omega)\left(p \in\left(\frac{3}{2} ; \frac{5}{3}\right)\right)$ uniformly in $n$ and $t \in[0, T]$ (see Lem. 4). According to Lemma 7, the sequence $\left\{F_{n}(x, t)\right\}$ converges to $F(x, t)$ in the weak topology of $L_{1}(\Omega)$ uniformly in $t \in[0, T]$. Thus, $F(x, t) \in L_{p}(\Omega)$ $\left(p \in\left(\frac{3}{2} ; \frac{5}{3}\right)\right)$.

The operator with the integral kernel $\nabla \mathcal{G}(x, t)$ acting from $L_{1}(\Omega)$ to $L_{1}(\Omega)$ is completely continuous (see [23]). Therefore, the sequence $\left\{\nabla \tilde{\varphi}^{n}(x, t)\right\}$ converges to $\nabla \varphi(x, t)$ in $L_{1}(\Omega)$ for any $t \in[0, T]$. Moreover, the strong convergence in $L_{1}\left(\Omega_{T}\right)$ follows from Lebesgue's theorem. It is evident that the functions $\varphi^{n}(x, t)$ and $\varphi(x, t)$ are the solutions of the problems (3.12), (3.13) and (1.3), (1.7), respectively.

Thus, we can rewrite the fourth integral in (5.6) as follows:

$$
\gamma \int_{0}^{T} \int_{a}^{b} \frac{1}{r^{2}}\left(\tilde{f}^{n},\left(P \nabla_{x} \varphi^{n}(x, t) \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t=I_{1}^{(n)}+I_{2}^{(n)}+I_{3}^{(n)},
$$

where

$$
\begin{gathered}
I_{1}^{(n)}=\gamma \int_{0}^{T} \int_{a}^{b} \int_{\Omega} \int_{\mathbb{R}^{3}} \frac{1}{r^{2}} S \tilde{f}^{n}(x, v, r, t)\left(\nabla_{x} \varphi(x, t) \nabla_{v}\right) \Psi(x, v, r, t) d v d x d r d t, \\
I_{2}^{(n)}=\gamma \int_{0}^{T} \int_{a}^{b} \int_{\Omega} \int_{\mathbb{R}^{3}} \frac{1}{r^{2}} S \tilde{f}^{n}(x, v, r, t)\left(\left[\nabla_{x} \tilde{\varphi}^{n}(x, t)-\nabla_{x} \varphi(x, t)\right] \nabla_{v}\right) \Psi d v d x d r d t, \\
I_{3}^{(n)}=\gamma \int_{0}^{T} \int_{a}^{b} \int_{\Omega} \int_{\mathbb{R}^{3}} \frac{1}{r^{2}} S \tilde{f}^{n}(x, v, r, t)\left(\left[\nabla_{x} \varphi^{n}(x, t)-\nabla_{x} \tilde{\varphi}^{n}(x, t)\right] \nabla_{v}\right) \Psi d v d x d r d t .
\end{gathered}
$$

The function $\Psi(x, v, r, t)$ satisfies conditions (2.6c) and $\nabla_{x} \varphi \in L_{1}\left(\Omega_{T}\right)$. Then the $*$-weak convergence of the sequence $\left\{\tilde{f}^{n}(x, v, r, t)\right\}$ to $\tilde{f}(x, v, r, t)$ in $L_{\infty}\left(\mathbb{R}_{T}^{6} \times\right.$ $[a, b])$ implies that

$$
\lim _{n \rightarrow \infty} I_{1}^{(n)}=\int_{0}^{T} \int_{a}^{b} \frac{\gamma}{r^{2}}\left(\tilde{f},\left(P \nabla_{x} \varphi(x, t) \nabla_{v}\right) \Psi\right)_{2, \mathbb{R}^{6}} d r d t .
$$

Now taking into account the convergence of $\left\{\nabla_{x} \tilde{\varphi}^{n}(x, t)\right\}$ to $\nabla_{x} \varphi(x, t)$ in $L_{1}\left(\Omega_{T}\right)$ and the uniform boundedness of the approximations $f^{n}(x, v, r, t)$ (see (3.25a)), we get

$$
\lim _{n \rightarrow \infty} I_{2}^{(n)}=0 .
$$

Finally, using Lemma 10, we obtain

$$
\lim _{n \rightarrow \infty} I_{3}^{(n)}=0 .
$$

Thus, equality (2.5) is proved and the proof of the Theorem 1 is completed.
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