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In this paper, we consider an optimal control problem for a class of evolu-
tion inclusions with Volterra-type operators. The existence and uniqueness
results for the initial value problem for such inclusions were obtained in our
previous work. Here we establish the existence of a solution to the stated op-
timal control problem under some hypothesis on data-in. The motivation for
this work comes from the optimal control problems for variational inequal-
ities arising in the study of injection molding processes, contact mechanics,
processes of electro-wetting on dielectrics, and others.
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1. Introduction

In this paper, we consider optimal control problems for evolutionary (particu-
larly, parabolic) variational inequalities (subdifferential inclusions) with history-
dependent operators, the so-called Volterra-type operators.

Optimal control problems for variational inequalities have been a subject of
interest in the optimal control community starting from the 1980s. The motiva-
tion for this study comes from broad interesting applications. For instance, in
work [11], one can find its application in the problem related to the principles
of electrowetting on dielectrics. Also, such problems appear at the simulation of
various problems related to injection molding processes, contact mechanics, etc.
(see, e.g., [19]). Furthermore, it has its application in problems in economics,
finances, optimization theory and many others (see, e.g., [8,15,22] and reference
therein).

The optimal control of evolutionary problems has been extensively studied
in the literature. In the book [17], the optimal control of systems governed by
partial differential equations was considered. The existence and approximation
of optimal solutions as well as the necessary optimality conditions for parabolic
control problems were studied, for instance, in [1,9] and others. In [5], the

(© Mykola Bokalo and Olha Sus, 2024


https://doi.org/10.15407/mag20.01.025

26 Mykola Bokalo and Olha Sus

optimal control problems for systems governed by parabolic equations without
initial conditions with controls in the coefficients were considered. The authors
proved the existence of solutions to an optimal control Fourier problem (i.e.,
problem without initial conditions) for parabolic equations, where the control
functions occur in the coefficients of the state equation. They discussed the well-
posedness of the problem and gave a necessary optimality condition in the form of
a generalized principle of Lagrange multipliers. Also, in [7], the authors studied
optimal control problems governed by a class of semiliniear evolution equations
including the so-called equations with memory.

In the beginning of 1980s, the first papers on optimal control for variational
inequalities appeared. In particular, such problems were intensively studied
in [3,25]. Also, optimal control problems for some variational and hemivariational
inequalities were considered in [13,18]. Optimal control problems for the subdif-
ferential evolution inclusions were examined in many works, see, e.g., [14, 20, 21]
and references therein. More precisely, in [20], N. Papageorgiou studied the
Volterra integro-differential evolution inclusions of nonconvolution type with time
dependent unbounded operators and with both convex and nonconvex multival-
ued perturbations. In [16], the optimal control of parabolic variational inequal-
ities was studied for the case where spatial domain is not necessarily bounded.
In [6], the existence, uniqueness and convergence of optimal control problems as-
sociated with parabolic variational inequalities of the second kind were studied.
In [26], the variational stability of optimal control problems involving subdifferen-
tial operators was studied. The evolutionary variational-hemivariational inequal-
ities with applications to dynamic viscoelastic contact mechanics were considered
in [12]. There was studied a complicated variational-hemivariational inequality
of parabolic type with history-dependent operators.

The most recent paper, known to us, is [19], where S. Migérski investigated
the optimal control of history-dependent evolution inclusions. In this paper, a
class of subdifferential evolutionary inclusions involving history-dependent opera-
tors was studied. The main idea of this paper is that the existence and uniqueness
results for such problems were proved by removing the smallness condition. Also,
the continuous dependence of the solution to these inclusions on the second mem-
ber and the initial condition was examined and the Bolza-type optimal control
problem was studied. More precisely, for given A : (0,7) x V — V* 4 : (0,T) x
V=R, f:(0,7)— V*and wy € V, where (V, H,V*) forms an evolution triple
of spaces, the author at first considered the following Cauchy problem.

Problem. Find w € W such that

w'(t) + At,w(t)) + Op(t,w(t)) > f(t) forae. te(0,7),
w(0) = wp.

Here, 0v denotes the Clarke generalized gradient of locally Lipschitz function
P(t,) and W = {w € L*(0,T; V) | w’' € L*(0,T; V*)}.

It was shown that under some hypothesis, the stated problem has a unique
solution. The author used this result to examine the evolution inclusion of subdif-
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ferential type with history-dependent operators and the optimal control problem
associated with this evolution inclusion.

In the present paper, we turn our attention to the optimal control problem
for a class of evolution inclusions with Volterra-type operators, which are history-
dependent. The stated problem is considered in the framework of an evolutionary
triple of spaces. The existence and uniqueness results for the initial value problem
of such inclusions have been proved in [4]. As our main result, we establish the
existence of a solution to the stated optimal control problem under some hypothe-
sis on data-in. Based on the preceding papers mentioned above, we can conclude
that optimal control problems for subdifferential inclusions with Volterra-type
operators have not been investigated yet. It motivates us to study this kind of
problems here.

The outline of the paper is as follows. In Section 2, we formulate main nota-
tions and auxiliary facts. The statement of the initial value problem for evolution-
ary subdifferential inclusions and the formulation of the results on the existence
and uniqueness of its solutions is given in Section 3. The main results of this
paper are stated in Section 4. In Section 5, we prove the main result. Comments
on the main result are given in Section 6.

2. Preliminaries

Let T' > 0, p > 2 be arbitrary constants and their values be fixed throughout
the paper. By p/, we denote conjugated to p, i.e., 1/p+1/p/ = 1.

Let V be a separable reflexive Banach space with the norm ||-||, H be a Hilbert
space with the scalar product (-,-) and the norm |- |. Assume that embedding
V C H is dense, continuous and compact.

By V' and H’, we denote the dual spaces to V and H. We assume, after an
appropriate identification of functionals, that the space H' is a subspace of V.
Identifying H' with H by the Riesz—Fréchet representation theorem, one usually
writes

VcHCV, (2.1)

where all embeddings are dense, continuous and compact. Notice that in this
case, (g,v)y = (g,v) for every v € V, g € H, where (-, -)y is the scalar product on
the dual pair [V’ ) V]. Therefore, we will use the notation (-,-) instead of (-, )y .

Now, we introduce some functional spaces and spaces of distributions. Let
X be an arbitrary Banach space with the norm || - ||x. By C([0,T]; X), we
mean the Banach space of continuous functions w : [0,7] — X with the norm

lwllewo,rx) = rr[1a>T<]Hw(t)HX. By L9(0,T;X), where ¢ € [1,00), we denote
” telo,
the Banach space of (classes) measurable functions w : (0,7) — X such that

. 1/q
lw()lx € L90,T) with the vorm |[wllpaorx) == (i lw@lde) . By

L>(0,T; X), we denote the Banach space of (classes) measurable functions w :
(0,7) — X such that ||w(-)||x € L°(0,7) with the norm |[w||peo7,x) =

esssup |w(t)||x. By D'(0,T; X), we mean the space of distributions on D(0,T)
te(0,T)
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with values on X, i.e., the space of linear continuous (in weak topology on X)
functionals on D(0,7") with values on X. Hereafter D(0,T) is the space of test
functions, that is, the space of infinitely differentiable on (0,7") functions with
compact supports, equipped with the corresponding weak topology.

By (2.1), it is easy to see that the spaces L9(0,T; V), L2(0,T; H), L7 (0,T; V"),
where g € [1,00], 1/¢+ 1/¢' = 1, can be identified with the corresponding sub-
spaces of D'(0,T;V’). In particular, this allows us to talk about derivatives
w' of functions w from L4(0,7T;V) and L?(0,T; H) in the sense of distributions
D'(0,T; V') and belonging of these derivatives to L9 (0,T; V") or L*(0,T; H).

Let us define the spaces

HY(0,T;H) :={w € L*(0,T; H) | w' € L*(0,T; H)},
W2A0,T;V) := {w € LP(0,T; V) | w' € LV (0, T; V')}.

From the known results (see [10, pp. 177-179]), it follows that H'(0,T; H) C
C([0,T); H) and W, (0,T;V) < C([0,T];H). Moreover, for every w in
H'(0,T;H) or Wy (0,T;V), the function ¢ — |w(t)[* is absolutely continuous
on [0, 7] and the following equality holds:

%m(t)ﬁ = 2(w/(t),w(t)) for ae. te[0,T]. (2.2)

In this paper, below we use the well-known facts.

Proposition 2.1 ([27, p. 173]). Let Y be a Banach space with the norm
|-y, and {vg}32, be the sequence of elements of Y which is weakly or x-weakly

convergent to v in'Y. Then lim ||vk|y > ||v]y-
k—ro0

Proposition 2.2 ([2], Aubin Theorem). Suppose that q,r are some numbers
from interval (1,00), and By, B1, B2 are Banach spaces such that By ¢ B1 O By

(here ¢ means compact embedding and O means continuous embedding). Then
{w e L90,T; By) | w' € L'(0,T; By)} C (L0, T; By) N C([0,T; By)).

We understand this embedding as follows: if the sequence {wp, }men is
bounded in L(0,T; By) and the sequence {w], }men is bounded in L"(0, T} Bs),
then there exists a function w € L9(0,7"; B;) N C([0,T]; B2) and a subsequence
wp,; of the sequence {wy,} such that wy,; j:o w in C([0,T]; B2) and strongly in

L9(0,T; By).

3. Initial value problem for evolutionary subdifferential inclu-
sions

Let ® : V — (—o0,+00] be a proper functional, i.e., dom(®) := {v € V|
®(v) < 400} # @, which satisfies the following conditions:

(A1) the functional ® is convex,
ie, ®(av+ (1 - a)w)< a®(v) 4+ (1 — a)®(w), v,w € V, a € [0, 1];
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(A2) the functional ® is lower semi-continuous,

ie, vy — vinV = lim ®(vg) > ®(v).
k—o0 k—o0

Let us recall (see, for example, [24]) that the subdifferential of functional ®
is a map 0P : V — 2V, defined as follows:

0P(v) :={v* eV |VweV &w)>d0w)+ (w5w—v)}, vev,

and the domain of the subdifferential 0® is the set D(0®) := {v € V | 0®(v) #
@}. We identify the subdifferential 0® with its graph assuming that [v, v*] € 0P
if and only if v* € 9P (v), i.e., 0P = {[v,v*] | v € D(9P), v* € 0P(v))}. R. Rock-
afellar (see [23, Theorem A]) proves that the subdifferential 0® is a maximal
monotone operator, that is,

(v] —v3,v1 —w2) >0, [v,v]], [v2,v5] € 0P, (3.1)
and for every element [vy,v]] € V' x V', we have the implication
(V [v2,v5] € 0@ (vi —wv3,v1 —v2) >0) = [v,v]] € OP.
Additionally, assume that the following conditions hold:
(As) there exists a constant K > 0 such that
®(v) > K|v||P, v e dom(P),
moreover, ®(0) = 0;
(B) B:C([0,T];H) — L*>(0,T; H) is an operator such that, for a.e. ¢t € (0,7)
and for any wy,we € C([0,T]; H), the following inequality holds:

IB(w1) (1) — B(ws)( |<L/ jwi(s) — ws(s)| ds,

where L > 0 is a constant; moreover, B(0) =

The operator B is called a Volterra-type operator.

Remark 3.1. Condition (Aj3) implies that ®(v) > ®(0) + (0,v — 0), v € V,
hence [0, 0] € 0.

Remark 3.2. It is easy to verify that condition (B) implies

B0l <L [ uts)lds 32)
for a.e. t € (0,T) and for any w € C([0,T]; H).
Let us consider the evolutionary subdifferential inclusion
Y (t) + 02 (y(1)) + B(y)(t) > f(t), t€(0,T), (3.3)

where f : (0,7) — V' is a given measurable function, y : [0,7] — V is an
unknown function.

Let conditions (A;)—(A3z), (B) hold, and f € L¥ (0, T; V").
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Definition 3.3. The function y is a solution of variational inequality (3.3) if
it satisfies the following conditions:

1) yEWpl(O,T;V) (then y € C([0,T]; H));

2) y(t) € D(0®) for a.e. t € (0,T);

3) there exists a function g € LP'(0,T;V’) such that, for a.e. ¢t € (0,T), we
have g(t) € 0®(y(t)), and

y(t)+g(t) + By)(t) = f(t) in V. (3.4)

By P(®, B, f,40), we denote the problem of finding a solution y for variational
inequality (3.3) that satisfies the condition

y(0) = yo, (3.5)
where yg € H is given.

Remark 3.4. The problem P(®, B, f,y) can be replaced by the following one.
Let K be a convex closed set in V, A : V — K’ be a monotone bounded and
semi-continuous operator such that (A(v),v) > K|v||? for all v € V', where K =
const > 0, and f € Lp/(O,T; V'), yo € H. The task is to find a function y €
Wpl(O,T; V') such that y(0) = yo and, for a.e. t € (0,7), we have y(t) € K and
for all v € K,

W' () + A(y(1) + B(y)(t),v — y(t)) = (f(t), v — y(t)).

This is called the evolutionary variational inequality. For more information, see
Section 6.

In [4], we obtained the following results.

Theorem 3.5 ([4, Theorem 1]). Let conditions (A1)—(As), (B) hold, and
feL¥(0,T;V'"), yo € H. Then the problem P(®, B, f,y0) has no more than one
solution.

Theorem 3.6 ([4, Theorem 2|). Let the following conditions hold: (A;)—(As),
(B), and

(F) feL*0,T;H), vyo€ dom(®).
Then the problem P(®,B, f,yo) has a unique solution, it belongs to
L>(0,T; V)N HY0,T; H) and satisfies the following estimate:

T
max [y(t)|* + esssup [|y(t)|” +/ ' (6) [ dt
t€[0,7] te[0,7) 0

T
e (\yo|2+<1><yo>+ / \f(t)Pdt), (3.6)

where Cy is a positive constant, which depends only on K, L and T.
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4. Statement of the optimal control problem and the main re-
sult

Let H* be a Hilbert space with the scalar product (-, -) g+ and the correspond-
ing norm || - || g+ := +/(-,-)m=. We consider the space of controls

T
v={uesdorim | [ wwluola<ocof,
0

where w € C(0,7T), and w(t) > 0 for all ¢t € (0,T). It is a Hilbert space with the
scalar product and the norm

T

T 1/2
(u1, u2)u ::/0 w(t)(ui(t), uz(t)) = dt, lullv = (/0 w(t)|u(t)|F- dt>

for all uy,uo,u € U.

Let Us C U be a convex closed set, which is called the set of admissible
controls.

Further, we will assume that the following conditions hold: (A;)—(As3), (B),
(F), and

(M) M :U — L?0,T;H) is a linear continuous operator.

For a given control u € Uy, the state y(t), ¢t € [0,T], (which can also be
denoted by y(u) or y(-;u)) of the control evolutionary system is described by the
solution of the evolutionary variational inequality

y'(t) + 0@ (y(t)) + B(y)(t) > f(t) + Mu(t), te(0,7T), (4.1)

with the initial condition
y(0) = yo, (4.2)

that is, y is a solution to the problem P(®, B, f + Mu, yp).

From Theorems 3.5 and 3.6, it follows that there exists a unique solution y
to the problem P(®, B, f + Mu, o), it belongs to L>(0,T; V)N H(0,T; H) and
satisfies the estimate

T
masx [y(t)]2 + ess sup |y (0)[ + / (&) dt
t€[0,7] te[0,7) 0

T
<Ci(ml+ 20 +2 [ O+ MuP] ). @3)

where (7 is a positive constant, which depends only on K, L and T
Let the following condition hold:

(G) G:C(]0,T]; H) — R is a lower semi-continuous and bounded from below
functional, i.e.,

inf  G(z) > —o0.
z€C([0,T];H)
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Let us define the cost functional J : U — R by the following rule:
J(u) = Gy(w) + plluly, wel, (4.4)

where > 0 is a constant, y(u) is the solution to the problem P(®, B, f+ Mu, yo).
The optimal control problem is to find u* € Uy such that

J(u*) = inf J(u). (4.5)

uelUs

Later, this problem will be called as problem (4.5).

The main result of this paper is stated in the following theorem.

Theorem 4.1 (Main theorem). Let conditions (A1)—(As), (B), (F), (M),
and (G) hold. Then problem (4.5) has a solution.

The proof of this theorem will be given in the next section.

5. Proof of the main result

Let us prove Theorem 4.1 using the classical direct method of calculus of
variations. Since the cost function J is bounded from below, it implies that there
exists the sequence {uy}32, € Uy such that

J(ug) — Jo = inf J(u) > —oc. (5.1)
k—o0 uelUy

Thus, it means that the sequence {J (uk)}zozl is bounded. Taking into account
(4.4), one can obtain that the sequence {uy}7°, is bounded in U, i.e.,

Juglly < Cay k€N, (5.2)

where (5 is a constant, which does not depend on k.
Since M : U — L?(0,T; H)) is a linear continuous operator, then {Muk}zozl
is bounded in L?(0,T; H), that is,

[Mukl| z20r:m) < C3, k€N (5.3)

where Cj3 is a constant, which does not depend on k.

For each k € N, denote y; := y(ug), i.e., yr is a solution to the problem
P(®, B, f + Muyg,yo). Taking into account conditions (F) and (M), from The-
orem 3.6, it follows that for each k € N, y, € L>(0,T; V)N HY(0,T; H), for a.e.
t € (0,7), yp(t) € D(OP) and

Y (t) + 0P (yx(t)) + B(yk)(t) > f(t) + Mug(t) in H, (5.4)
y£(0) = yo.

Also, the following estimate holds:

T
max [y (8)]? + ess sup [l (8) P + / i (6)? dt
t€[0,T] te[0,T) 0

)
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T
<Ci(lf + o) +2 [ (FOF +1ru@P)dr). (56

where (1 is a positive constant, which depends only on K, L and T.
Moreover, from the proof of Theorem 3.6, it follows that there exists the
sequence g € L%(0,T; H) such that, for a.e. t € (0,T), gi(t) € 0P (yk(t)) and

Ye(t) + gr(t) + Bly)(t) = f(t) + Mug(t) in H. (5.7)
From (5.3), (5.6) and (F), it follows that

{yr}72, is bounded in L*°(0,7;V)NC([0,T]; H), (5.8)
{y,}22, is bounded in L*(0,T; H). (5.9)

Taking into account (3.2) and (5.8), we obtain that
{B(yx)}?2, is bounded in L(0,T; H). (5.10)
From (5.7), taking into account (5.3), (5.9), (5.10), and (F), we obtain
{gx}22, is bounded in L*(0,T; H). (5.11)

Let us recall that the spaces V and H are reflexive. So, from (5.2),
(5.8), (5.9), (5.11), it follows that there exists a subsequence of a sequence
{(uk, Yk, 95) }32, (which we denote by {(ug, Yk, gx)}5>,) and the functions u, €
Us, y € L=(0,T;V)NHY0,T; H) (then y € C([0,T); H)), and g € L*(0,T; H)
such that

U — Us weakly in U, (5.12)
k—o00
Y — Y * -weakly in L*°(0,T;V), (5.13)
k—o00
Y — Y weakly in HY(0,T; H), (5.14)
k—o00
gk — g weakly in L2(0,T; H). (5.15)
k—o00
Taking into account Proposition 2.2, it can be assumed that
yr — y in C([0,T]; H). (5.16)
k—o0
Based on (B) and (5.16), we obtain
T
esssup [Bye) ()~ B)OI < L [ (s) ~ uls)| ds 3 0,
te[0,T] 0 k—o0
that is,
B(yr) — B(y) strongly in L*(0,T; H). (5.17)

k—o00

From (M) and (5.12), it follows that

Muy, — Mu, weakly in L*(0,T; H). (5.18)
k—o0
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Let v € H,p € C(]0,T]) be arbitrary functions. For a.e. t € (0,T), we
multiply equality (5.7) by v and then we multiply the obtained equality by ¢(t)
and integrate it with respect to t € [0,T]. As a result, we obtain

T T T
/ (b (1), viplt)) dt + / (g1 (8), vplt)) dt + / (Byo) (1), ve(t)) dt
0 0 0
T
= [ @+ vman ken @)

Taking into account (5.12)—(5.18), we pass to the limit in (5.19) as k — oo.
As a result, since v € H, ¢ € C([0,T]) are arbitrary, for a.e. t € (0,T"), we obtain

Y (t)+g(t)+ By)(t) = f(t) + (Mu,)(t) in H.

In order to complete the proof of the theorem, it remains to show that y(t) €
D(0®) and g(t) € 0P (y(t)) for a.e. t € (0,T).

Let k € N be an arbitrary number. Since y;(t) € D(0®) and gx(t) € 0P (yx(t))
for a.e. t € (0,T), we obtain, using the monotonicity of the subdifferential 0P,
that, for a.e. t € (0,7, the following inequality holds:

(gr(t) —v™, yp(t) —v) >0, [v,0"] € 0P. (5.20)

Let 0 € (0,T), h > 0 be arbitrary numbers such that ¢ — h € (0,7). We
integrate (5.20) on (o0 — h, o) and obtain

/Uh(gk(t) — v yp(t) —v)dt >0, [v,v*] € 0. (5.21)

Now, according to (5.15) and (5.16), we pass to the limit in (5.21) as k — oc.
As a result, we obtain

/ih(g(t) — v y(t) —v)dt >0, [v,v*] € 0. (5.22)

Theorem 2 of the monograph [27, p. 192] and (5.22) imply that for every
[v,v*] € 0P there exists a set Ry, ,,] C (0,T) of measure zero such that for all
o € (0,T)\ Ry, we have y(o) € V, g(o) € H and

1 g
< lim — - — = — v — ). 2
0< Jim 5 [ (o) =00~ )i = (glo) =" ple) —0). (523
Let us show that there exists a set of measure zero R C (0,7 such that Vo €

(0,T)\R:
(9(c) —v*,y(o) —v) >0, [v,0"] € OP. (5.24)

Since V and V' are separable spaces, there exists a countable set F C 0®

which is dense in 0®. Let us denote R := (J Ry, Since the set I’ is
[vv*|eF

countable, and any countable union of sets of measure zero is a set of measure
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zero, then R is a set of measure zero. Therefore, for any o € (0,7) \ R, the
inequality
(9(0) —=v*,y(0) —=v) 20, [v,v*] € F

holds. Let [0,7*] be an arbitrary element from d®. Then, since F' is dense in 0P,
we have the existence of a sequence {[v;, v/]};°; such that vy = v in V, vj — v*
in V'. From the above, it follows that for all o € (0,7) \ R we have

(9(o) —vf,y(c) —v) >0, leN. (5.25)

Thus, passing to the limit in inequality (5.25) as | — oo, we get (g(o) —
v*,y(0) —0) > 0 for all 0 € (0,7) \ R. Therefore, inequality (5.24) holds. From
this, according to the maximal monotonicity of 0®, we obtain that [y(t), g(t)] €
0P for a.e. t € (0,T), that is, y(t) € D(0P) and g(t) € 0P(y(t)) for a.e. t €
(0, 7). Thus, the function y is a solution to the problem P(®, B, f+ Mu., yp), i.e.,
y = y(us4) is the state of the control evolutionary system for a given control u..

It remains to show that u, is a minimizing element of the functional J. Indeed,
since the functional G is lower semi-continuous in C ([0, T']; H), then (5.16) implies
that

lim G(y(ug)) > Gly(u.)). (5.26)

k—o0

Also, (5.12) and Proposition 2.1 yield

lim Jugll > [Jullv- (5.27)
k—o0

From (4.4), (5.1), (5.26), and (5.27), we obtain that

inf J(u) = lim J(ux) 2 lim G(y(ug)) +p lim [

u€Up k—o00 k—o00

> Gy(w)) + plludlfy = I (w).

Thus, we obtain that u, is a solution to problem (4.5). Hence, Theorem 4.1
is proved.

6. Comments on the main result

Let us introduce an example of the problem which is studied here. Let n €
N be a given number, 2 be a bounded domain in R™ with the boundary 92. We
put Q=0 x (0,7), X:=00x (0,7), I1:={(t,s) | 0<s <t <T}.
Let LP(Q), LP(Q) be standard Lebesgue spaces. We denote by WP(Q) =
{v e LP(Q) | vy, € LP(Q), i = 1,n}, a standard Sobolev space with the norm
n 1/p
ooy = (3= o ey + Il

We consider the operator B : C([0,T]; L?(Q2)) — L>(0,T; L?(£2)), defined by
the following rule: for each function z(z,t), (z,t) € @, from C([0,T]; L*(Q2)), we
have

B(2)(x, 1) ::/0 bt 5) 2z, 5)ds,  (2,1) € O,
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where b € L>®(Q x II) is given. Notice that for a.e. ¢t € (0,7) and every z €
C([0,T); L*(2)) we obtain

1B)( ) 20 / 1B( £, 8) 2(8) | 2 ds < L / () 2y ds, (6.1)

where L := esssup |b(z,t,s)|. So, B is a Volterra type operator.
(z,t,5)€QXII

Let U := L%*(Q) be a space of controls, and Uy be a convex closed sub-
set of U, the set of admissible controls. For example, Uy := {u € U | m <
u < M ae. on Q} for given m, M € R. Also, let K be a convex closed set
in WHP(Q) which contains 0. For example, we set K = {v € W'P(Q) | v >
0 almost every on Q}.

For a given control u € Uy, the state of evolutionary system is described
by a function y(z,t), (z,t) € Q, (also, it can be denoted by y, or y(u), or
y(w, ), (z,1) € Q) such that y € L(Q) N C([0,T]; LAQ), v, € LX(Q), i =
I,n, y € L*(Q), and

Yli=o = yo(x), z€Q, (6.2)
and, for a.e. t € (0,7, y(-,t) € K and

/Q (v —y) + [Vy[P>VyV (v —y) + [yP*y(v — y) + B(y) (v — y)] da
> /Qt(f—i—u)(v —y)dz, veK, (63)

where f € L*(Q), yo € L*(Q), u € Uy are given, Q; := Q x {t}, Vy :=

(yCCp Tty yxn)
The cost functional J : U — R is defined by the following rule:

J(w) = Iy, Tsu) = yr()72) + #lulizg): (6.4)

where p > 0, yr € L*(Q) are given.
The optimal control problem is to find a control u, € Uy such that

Tw) = inf J(u). (6.5)
We should remark that the formulated above problem can be written in a
more abstract way noting that variational inequality (6.3) can be written as a
subdifferential inclusion.
Indeed, after an appropriate identification of functions and functionals, one
can write

whe(Q) C LX(Q) ¢ (WP (Q)),
where all embeddings are dense, continuous and compact. Clearly, for any h €
L*(Q) and v € WP(Q), we have (h,v) = (h,v), where by (-,-) we denote the
scalar product on the dual pair [(W'P(Q)), W'P(Q)], and by (-,-) we denote
the scalar product in L?(Q2). Thus, we may use the notation (-, -) instead of (-, -).
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Now, let us denote V := WLP(Q), H := L?*(f2), and define the operator A :
V — V' as follows:

(A(v),w) = / [[VoP=2VoVw + [vP"2ow] dz, v,w € V.
Q

We also use the notations:

B(y)(t) = B(y)('>t)7 f(t) = f('at)a u(t) = u('at)a te (OvT)a
Then, for a given control u € Uy C L*(0,T; H), the state of evolutionary

system is described by a function y € LP(0,T;V) such that v/ € L?(0,T; H),
y(0) = yo and, for a.e. t € (0,7), y(t) € K C V and

(v () + Aly(1)) + B(y)(t),v —y(t)) > (f(t) +u(t),v —y(t), veK, (6.6)

where f € L?(0,T; H), yo € H are given.
We remark that, for a.e. ¢ € S, variational inequality (6.6) can be written as

(v (t) + Ay(t) + B(y)(t) — f(t) —u(t),v —y(t)) + I (v) — Ik (y(t)) > 0, w (6 V)
6.7
where
)0 ifve K

Tie(v) := {+oo ifveV\K

We can write inequality (6.7) as follows:

Ik (v) 2 Ik (y(t) + (' (t) — A(y(t)) — B(y)(t) + f(t) +ult),v —y(t)), veV.

(6.8)
By the definition of the subdifferential 0k, inequality (6.8) is equivalent to the
inclusion

Ok (y(t) > —y'(t) — A(y(t)) — B(y)(t) + f(t) + u(t)
<y (t) + Ay(t) + 0Ix (y(t) + B(y)(t) > f(t) + u(?).

We define

B(v) = ;/Q (Vo + [of!] de,  ®(v) = U(v) + Ix(v), vEV.

The functionals ¥, ® from V to R, are proper, convex and semi-lower-continuous.
Let 90, 0® : V — 2" be the subdifferentials of ¥, ®. We have 0¥ (v) = {A(v)} C
V' for each v € V, and 0®(v) := A(v) + 0Ik(v), v € V.

From the above, it follows that finding of a solution to variational inequality
(6.6) with the initial condition y(0) = yp is equivalent to finding of a function
y € LP(0,T; V)N C([0,T); H) such that 3y € L*(0,T; H), y(0) = yo and, for a.e.
te (0,7), y(t) € D(OP) and

y'(t) + 08 (y(t)) + B(y)(t) > f(t) +u(t) in H.
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In this case (see (6.4)), the cost functional J : U — R is defined by
J(w) = y(Tyu) — yrlf + ulul,

where yr € H is given.
It follows from Theorem 4.1 that there is a solution to the stated optimal
control problem (6.5).

Remark 6.1. Other than the above in this section, the operator B is a defined
operator

B(w)(t) = B <t, /OtE(t, s,w(s))ds> e ), (6.9)

where B : (0,7) x H— H, b: 1l x H — H are maps which satisfy the following
conditions:

1) for any v € H, the map B(-,v) : (0,T) — H is measurable, and there exists a
constant L; > 0 such that the inequality

|B(t,v1) — B(t,v2)| < Li|v1 — v2] (6.10)

holds for a.c. t € (0,7) and for all vy, vy € H; in addition, B(t,0) = 0 for a.c.
te(0,7);

2) for any v € H, the map b(-,-,v) : Il — H is measurable, and there exists a
constant Lo > 0 such that the inequality

|b(t, s,01) — b(t, 5,v2)| < La|vy — vs] (6.11)
holds for a.e. (t,s) € IT and for all vj,vy € H; in addition, b(t,s,0) = 0 for

a.e. (t,s) e IL

Let us show that the operator B, defined in (6.9), satisfies condition (.A4)
with L = L1 Lo. Indeed, due to (6.10) and (6.11), we have

Blwn)(t) — Blws)(1)] < \E(t,/o B, 5, wn(s)) ds) —E(t,/o Bt 5, wa(s)) ds)|
SLl‘/O g(t,s,wl(s))ds—/o g(t,s,wg(s))ds‘ SLng/O lwi(s) —wa(s)|ds.
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3agadi oNITUMAJILHOTO KEPYBAHHS JJIs €BOJIIOIITHIX
BapianiifHnx HepiBHOCTell 3 onmepaTopaMu TUILY
BoJabTeppa

Mykola Bokalo and Olha Sus

V it craTTi po3rIgaaEMo 3a/1a9y ONTHMAJILHOIO KePpYBaHHS JUIA KJIacy
eBOJIIONIHHUX cyOudepeHIiajJbHUX BKJIOYEHb 3 oleparopamMu Tuiy Bosb-
Teppa. Pe3ynbraTtu cTOCOBHO iCHYBaHHSI Ta €IMHOCTI PO3B 3Ky 3aJadi 3 10~
YaTKOBOIO YMOBOIO JIJIsE TAKUX BKJIIOYEHDb OyJIM OTPUMAHI B [TOTIePE/IHIN HAITi
poboti. TyT BCTAHOBIIOEMO iCHYBaHHS PO3B’ 3Ky TOCTABJIEHOI 33181 ONTH-
MaJIbHOTO KepyBaHHS 33 JedKUX IPUIYIIeHb Ha BXigHi mani. Morusarieo
JUIst 1€l poboTH € 3a/iadi ONTUMAJILHOTO KePYBaHHS CHCTEMaMH, IO OIIU-
CYIOTHCS €BOJIIOIIMHUMU BapialliifHUMI HEPIBHOCTAMU, MO BHHUKAIOTH IIPHU
BUBYEHHI IPOTIECIB JIUTTS MiJT THCKOM, KOHTAKTHOI MEXaHIKH, IIPOIIECIB eJre-
KTPO3MOYYBaHHS JTieJIEKTPUKA Ta 1HIIHAX.

Kirrouosi cjoBa: mapaboJiiaHa BapialliiiHa HEPIBHICTb, €BOJIIOIITHA Bapi-
arifina HepiBHICTB, onepaTop Tuily BoJsibTeppa, onTuMaabHe KepyBaHH
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