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We prove the following facts: 1) For every natural number n > 3 there
are n characteristic functions each of which does not have a Gaussian divisor,
and the products of all proper subsets of the set of these characteristic func-
tions also does not have a Gaussian divisor, but the product of all of these
characteristic functions has a Gaussian divisor; 2) Every non-degenerate dis-
tribution with bounded spectrum has rudiments of a Gaussian component in
the following sense: for each such distribution there is a distribution without
Gaussian component, whose convolution with the original one has a Gaus-
sian component. We also indicate a wide class of functions on the real axis,
which are the ratio of two characteristic functions.
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1. On Gaussian components of sums of independent random
variables

In one of the letters to the author, A.M. Kagan put the following question:

Are there three independent random variables X, Y, Z such that none of
them, and also none of the quantities X +Y,Y + 7, Z+ X do not has a Gaussian
component, but X +Y + Z has a Gaussian component? (Similar question for v
(v > 3) random variables.)

We recall that one says that the random variable U has a Gaussian compo-
nent if its distribution law coincides with the distribution law of the sum V +
W of independent random variables V' and W, one of which has a Gaussian dis-
tribution. In terms of characteristic functions (ch.f.s), this means that the ch.f.
oy (t) of the random variable U can be represented as a product 1 (t) exp(—~t?),
where v > 0, and ¢ (t) is a ch.f.

The purpose of this paper is to provide an example that gives a positive
answer to the A.M. Kagan’s question.

Theorem 1.1. For every natural number v > 3 there are v characteristic
functions p1,pa, ..., v, each of which does not have a Gaussian divisor, and the
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products of all proper subsets of the set of these characteristic functions also does
not have a Gaussian divisor, but the product [[;_, i has a Gaussian divisor.

We will give the proof of this theorem for ¥ = 3. In what follows we give a
construction of the three ch.f.s @1, 2, w3 each of which does not have a Gaussian
divisor, and each of the products @12, P23, w301 also does not have a Gaussian
divisor, but the product ¢1p2p3 has a Gaussian divisor.

In the cases v > 3, the proof is analogues to this one.

Note that for the case v = 2 a corresponding example was given by R. Fischer
and D. Dugué [1] in 1948. (See also [7], pp. 118-119.) Our method is different
from method of R. Fischer and D. Dugué.

Proof of Theorem 1.1. 1. Let us denote

4((1/2) —t)?, 0<t<1/2,
#(t) =10, t>1/2,
sx(—t), t <O0.

The function s(t) is a ch.f. of absolutely continuous law with the density
4 i 2
ko) = = (1_Sln<x/>>_
T x/2

Its explicit form is not used further. The only important thing for us is that the
density k(x) satisfies the condition

Je>0 VreR Ek(r)>emin (1,93_2). (1.1)

Let ¢(z) be the density function of the law whose ch.f. is equal to
s(t) exp(—t?/2). Tt is positive everywhere and satisfies the condition similar to
condition (1.1)

>0 VzeR g¢(z)>dmin(1,272%). (1.2)

Indeed, when = > 2 we have

o) 1 5 1 1
= k — eV /2d >/ k _ —1/2d
1) /_oo (e v e v > | Rla ) e
2

>ci(z4+1)"2 > 2

A similar estimate exists for x < —2, since function ¢(z) is even. It follows
from the continuity and positivity of the function ¢(z) that the condition (1.2) is
fulfilled.

2. Let us denote 9(t) any even real function of the class C?(R) which is equal
to zero for [t| > 1/2 and is equal to 1 at ¢t = 0. Let

1 12

pa) =5 [ vt
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be the Fourier transform of the function . Integrating by parts, we see that the
function p(z) satisfies the condition

3B>0 VzeR |[p(z)| < Bmin(1,27?). (1.3)
Let us denote for each natural number n

Un(t) = 9(t = n) +P(t +n).

The Fourier transform of the function 1, (t) equals

pn(x) = % /OO Y (t)e™ ™ dt = 2p(x) cos(nz)

and therefore satisfies the condition

lpn(z)| < 2Bmin(1,27%) (x € R). (1.4)

We note that
#(t) - Yp(t) =0 (Yn=12,...), (1.5)
V() P(t) =0 (Vm,n=1,2,... ,m#n). (1.6)

3. Let 8 > 0. This number will then be taken small. For j =1,2,3 and n =
1,2,..., let us put

Ajn:{o, n=j (mod 3),

1, n#j (mod 3).
For j =1,2,3 we put

pi(t) = ()™ 2+ 3 B () A (1.7)
n=1

Let us show that for every sufficiently small 3 > 0 the functions ¢; will be
what we are looking for.

The modulus of the Fourier transform of the function ¢;(t) — w(t)e /2 (j =
1,2,3) can be estimated in the same way for every j (see (1.4))

” / (ip5(t) = se(t)e ™" /)e " dt| < > lpalo)] < 1_%23 min (1,277

< emin (1, a:fz).

The last inequality holds if § is sufficiently small.

Therefore (see (1.1)) the functions ¢; are ch.f.s provided 3 is sufficiently small
(because ¢;(0) = 1).

Ch.f. ¢;(t) has no Gaussian divisor because on the arithmetic progression t =
a+bm (m=1,2,3,...) it has a slower decay than exp(—cm?). For example,

@1(2 + Sm) — /82+3m'1/]2+3m(2 + 3m) — 52+3m.
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For the same reason, the ch.f.s ¢;(t)pi(t) (j # k) do not have a Gaussian
divisor. For example, (see (1.5), (1.6))

p1(t)pa(t) = 52 (1)e™ + BO3(t) + B2UR(1) + - .

Therefore
©1(3 4 3m)pa(3 4 3m) = B2 =12,

However, we have
01(t)pa(t)p3(t) = 53 (t)e B/,
where %3(25) is a ch.f. -

Obviously, similar constructions can be implemented for any number v > 3
of random variables.

2. On strongly non-Gaussian random variables

The second A.M. Kagan’s question is the following one:

Let us call a random variable X strongly non-Gaussian if the sum X +Y
where Y is independent of X, has a Gaussian component if and only if Y has it.
How to describe such X7

It is evident that the constant random variables are strongly non-Gaussian.
We will show in this section that any bounded non-constant random variable is
not strongly non-Gaussian.

We will use the language of ch.f.s. Let CF be the set of all ch.f.s on R. Let
us denote by G the class of ch.f.s that have a Gaussian divisor:

G={p€eCF:3>0 pt)e" eCF}.

Let G = CF \ G be the set of ch.f.s that do not have a Gaussian divisor. Let
us say that ch.f. ¢ € G has rudiments of a Gaussian divisor if there is a ch.f.
Y € G such that ¢ -1 € G. Let us denote by K the set of ch.f.s that do not have
rudiments of a Gaussian divisor:

K={peG:VYeCF opeG=1¢cgG} (2.1)

This is the set of ch.f.s of the strong non-Gaussian random variables. It is required
to describe class K. It is clear that the ch.f.s exp(ift) of the constant variables
belong to the class K. It turns out that these are the only laws with bounded
spectrum that belong to K. Recall that the spectrum S(F’) of a law F' is the set

S(F)={zeR:¥e>0 F((x —e,x+¢€)) >0}.

Theorem 2.1. Let ¢ be the characteristic function of a law with a bounded
spectrum containing at least two points. Then ¢ ¢ K.

In particular, cost and sin ¢/t have rudiments of Gaussian divisor.
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Proof. 1t is easy to check (see, for example, [7], Ch. 3, § 3) that the function
Yi(t) = (1—12)e ) (2:2)

is a ch.f. of the law with the density

1
s1(z) = F;ﬂ?e—w”?. (2.3)
0
Let 0 < d < 1. We denote
Ya(t) = (1—t2)e /2, (2.4)
It is easy to show that
valt) = [ e"sila)da, (25)
where )
_ 2 g2/ 42 —x2/2d?
sq(x) = Tond (2?2 —d*(1—d*))e . (2.6)
Let

£ =dV1—d?

be the positive root of the function sg(x) (sq(x) < 0 for |z| < &g, sa(x) > 0 for
|x| > &4). Let us put

1
=—— (1-d%).
1 V2md3 ( )
Therefore s4(0) = —ny is a minimum of the function sg(x). We have £; ] 0, g |

0, and sq(z) — si(x) for d 1 1 uniformly on R.

Let F' be a distribution law satisfying the conditions: 1) F' is non-degenerate
(S(F)has at least two points), 2) the spectrum S(F') of law F' is a bounded set.
Let

[e.e]

o(t) = / " F(dx). (2.7)

—00

It is evident, that ¢ € G and, since s1(0) = 0, it is easy to see that 1 (t) € G.
Let us show that ¢ -1 € G. To do this it is necessary to show that the function

P()a(t) = p(t)(1 — 12)e”CE/2 (2.8)

is a ch.f. for some d < 1 sufficiently closed to 1. We have

o0

() a(t) = / ¢t q,(z) da. (2.9)

—0o0

where

qda(x) = /00 sq(x —v)F(dx) = / sdq(x —v)F(dx). (2.10)

—00 S(F)

Our aim is to show that gg(z) > 0 for all z € R if d < 1 is sufficiently close to 1.
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Let a = inf S(F') and b = sup S(F') be the extreme points of the spectrum of
the law F'. Since F' is a non degenerate law, we have b > a. We fix the number
0< o< (b—a)/8. Let us denote

ap = F([a,a+0]), Bo=F([b—0,0]).

Numbers «, and 3, are positive. They do not depend on d. We will choose
parameter d so close to 1 that {; < g. Let us consider two cases: 1) x > b+ p, 2)
(a+b)/2<xz<b+ o

1) Let # > b+ p. Then z —v > p for all v € S(F) C [a,b]. Therefore x —v >
&4. This means that for all v € [a,b] we have sq4(z —v) > 0. So, gg(x) > 0.

2) Let (a+b)/2 < & < b+ p. We divide the integral in (2.10) into the sum of
three integrals as follows:

qi(z) = (/Al Jr/A2 +/A3> sq(x —v)F(dv) = Jy + Jo + J3, (2.11)

where
Alz[ava+g]a AQZ(xiéd’x%»gd)’ A3:(G+Q,b]\($*fd,$+fd) (212)

We estimate the integral J; from below. We have

b—a.2:b—a'
4

r—v >

We have also that x — v < b — a. Therefore, for some constant ¢ > 0 with the
indicated = and v, inequality sq(x — v) > c is satisfied. Therefore

J1 = cF(la,a+ 0]) = ca,. (2.13)

The constant on the right side of (2.13) does not depend on d.

The integral J3 is non-negative, since if v € (a + 0,b] \ (x — &g,z + &4) is
satisfied, then |x —v| > &4 and, therefore, the integrand function is non-negative.
So,

Js > 0. (2.14)

Let us estimate the integral Jo from above. We have

1—d? _ 2°
Jo| < —0)|F(dv) < ng = —— < —(1 — d?), 2.15
1< [ ste - olF) S= 2 < Smm B, 1)

since we can assume that d > 1/2.

Comparison of formulas (2.13), (2.14), (2.15) shows that for d < 1 sufficiently
close to 1, inequality gq(z) > 0 is valid.

Casesz <a—pand a—p <z < (a+0b)/2 are similar to those considered. [

Remark 2.2. There exist laws with unbounded spectrum that do not belong
to class K. For example, if ¢ is a ch.f. of some law with a bounded spectrum
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that has at least two points, ¢ > 0, > 2, ¢y = 1, and ¢ is a ch.f. such that ¢ €
G, o1 € G, then the ch.f.

o)

(1) = p(t) 3 creitt

k=1

satisfies the conditions: ® € G, ® = 1) 220:1 cpe® € G. Therefore @ ¢ K.

Remark 2.3. The author is not aware of examples of ch.f.s ® € K of laws with
an unbounded spectrum.

3. On representations of functions in the form of a ratio of
characteristic functions

Equation of the form
w(t) = p(t)e™, (3.1)

where ¢(t), 1(t) are ch.f.s that do not equal to zero on the real axis, P(t) (P(0) =
0) is a polynomial, play important role in characterization problems of probabi-
lity distributions by properties of linear statistics ( [5], [8]). (See also [4], [3].)
A.A. Goldberg [2] showed that for every real even polynomial P there are in-
finitely differentiable characteristic functions ¢, v satisfying the equality (3.1).
(From the method of constructing of these characteristic functions it is not clear
whether they have zeros or not). In this section we consider the equation (3.1)
in the case when the function e”’®) on the right side of this equation is replaced
by a more general one.
Our purpose is to prove the following theorem.

Theorem 3.1. Let F(t) (F: R — C) be a twice continuously differentiable
function on R and four times continuously differentiable on some neighborhood
of the point t = 0, such that F(—t) = F(t), F(0) = 1.

Then there exists a characteristic function ¢(t) that is positive on the whole
of real axis, such that the function ¥(t) = @(t) - F(t) is also a characteristic
function.

In contrast to work [2], the function () from Theorem 3.1 is not differentiable
at point ¢t = 0, so the corresponding distribution does not have a finite moment
of order 1.

Proof of Theorem 3.1. 1. Let us first prove the theorem with the additional
assumption that F'(t) > 0 in some neighborhood of the point ¢ = 0. In this
situation it suffices to assume that F' € C?(R). Let ag > 0 be such, that F(t) >
0 for —ag <t < ag. We can assume that ag < 1. Let 0 < a < ag. We denote by
#,(t) the ch.f.

(1-(t/a))?, 0<t<a,
%(l(t) = 07 t > a? (32)
q(—t), t<0.
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The density of this ch.f. is given by

Zi(2) = - /R eIt g (1) dt = —2 (1—3““”3) (3.3)

o Tax? ax

for x # 0 (3¢,(0) = a/(37)). Since the function >, (z) is continuous and does not
vanish, it follows from (3.3) that

Je1 >0 Vo €R 34(2) > cymin (1,272). (3.4)

2. Let us consider the ch.f. »2(t). The following estimate from below for its
density follows from (3.4)

dep >0 Ve eR 2%(@ = q * 55(2) > comin (1,27?). (3.5)

3. Let F'(t) satisfies the assumptions of Theorem 3.1. Let us show that for
sufficiently small a > 0 the function s, (¢)F'(t) is a ch.f. By Pélya’s theorem (see,
for example, [6, Ch. 2, § 1]), it suffices to show that the derivative of order 2 of
this function is non-negative on the interval (0,a). We have for 0 < t < a

(el F()) = SF(t) - f(l ~Hrm+ (- E)QF"@). (3.6)

a? a a a

Let us denote

b=min{F(t):0<t<ap},
B =max{Bi, By}, Bj=max{|[FU(t)|:0<t<ao}.

Then it follows from (3.6) for 0 <t < a

2b 4B
————-B>0 3.7
S —B>0, (3.7)

() F ()" =

for sufficiently small a. For such an a the function s, (t)F(t) is the ch.f. of a

probability distribution with the density s, F'(x).
4. Similar to item 2, we can state that the following estimate is valid

dez >0 Ve eR ;3}(95) = 3 % 3, F'(z) > c3min (1,27?). (3.8)

We put ¢ = min{cy, ¢z, cs}. Then estimates (3.4), (3.5), and (3.8) will be carried
out with this constant ¢, the same in these inequalities.
5. Let a € (0,ap) be number fixed in item 3. Let us denote for n € N

(n+1)a (n+3)a
2 ’ 2

I, = (an, Bn) = ( ) y —In = (=Pn,—an), Jn=1,U(=1I).

We denote by x,,(t) a function on R that satisfies the conditions: y,(t) € C?(R),
Xn(t) is even, x,(t) > 0 for t € I,, xn(t) =0 for t ¢ Jn, xn(an) = xn(Bn) = 0,
Xn(an) = X5(Bn) = 0. We put

pin = max{|x (£)] : on <t < P}
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We will show that with a suitable choice of functions y,(t), determined by the
values of p,, the required function will be

p(t) = 2(t) + > xnlt). (3.9)
n=1

6. We obtain an upper bound for X, (z). A simple calculation shows that

1 Bn

—it _ . "
/Jn e "xn(t)dt = ) . costx x, (t) dt (3.10)

1

ﬁ(ﬂf) = %

for x # 0. Therefore, we have for || >1 (0 <a < 1)

a C
,Un<,un<

w2t S S (3.11)

Xn(7)] <

where c is a constant defined in item 4 and u, satisfy the following condition

fn < cmd™™. (3.12)
Since also
g 1 a a’ 1
(@) = |5 [ costxa(t)dt] < — max [xn()] < —pn < —pin,  (3.13)
T/, T [an,Bn] ™ ™
then for |z| < 1 the inequality
Xn(2)] <cd™ (3.14)

will take place if (3.12) is valid. So,
IXn ()| <4 "¢ min(1,z72). (3.15)

Since
o o0
Plx) > 2(x) = ) |Xn(@)]
n=1
oo
> cmin(1,z72) — 24_”cmin(1, 272) = (¢/3)min(1,z72) > 0,
n=1

the function ¢(t) is a ch.f. if the condition (3.12) is satisfied for all n > 1.
7. We will find the conditions on numbers p, for which the function ¥ (t) =
o(t)F(t) is a ch.f. Let us put

Mj = max{|[FU#)] : ay <t < B} (G =0,1,2), M, = max{Mng, Mn1, My2}.

Let us estimate from above the modulus of the Fourier transform of the function
Xn(t)F(t). We have for |z| > 1

)ﬁ(m)’ = '217T/]n costx xn(t)F(t)dt
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1 (o
_ '_mQ /a cos 2 (X4(6)F(2) + 2, (D) F (1) + xu(H)F" (1))
c
if py, is taken so small that
fn < emd” DT (3.17)
In the previous calculation we took advantage of the fact that
max{[x{| : on <t <Bu} <pm (7=10,1,2)
with 7 = 0,1, since 0 < a < 1.
We have for |z| < 1
XnF(:E)‘ = |- costx xn(t)F(t) dt| = —pn M, < c4 (3.18)
T Jo, T
if
fin < cmd "ML (3.19)
Therefore, we have for all z € R
—F c . _
XnF(m)‘ < 4—nmm(1,x 2). (3.20)

This means that if y, satisfies condition (3.17), then the function ¥ (t) = ¢(t)F(t)
is a ch.f., since

~

(@) = #(@) + 3 ala)
n=1
> cmin(1,z7?) — iél_”cmin(l,x_Q) = (¢/3) min(1,272%) > 0.
n=1

So, the functions ¢ and 1 are ch.f.s if conditions (3.12)and (3.17) are valid.

8. Let us now show how the general case reduces to considered one.

Let F(t) # 0 for |[t| < ap and four times continuously differentiable on
[—ag, ag]. Let us denote w(t) = arg F(t). This is an odd real function of class
C*(—ag, ag), such that F(t) = |F(t)[e“®. Let A(t) be arbitrary real function
on real axis that satisfies the conditions A(t) € C*(R), A(t) =1 at |t| < ag/2,
A(t) =0 at |t| = ao.

Let us put

_ Jw(@®A®R), [t < ao,
wi(t) = {07 > ao (3.21)

We denote wo the 2ag-periodic continuation of the function w; from the segment
[—ag, ag] to R. Obviously, wy € C*(R). Therefore, it can be represented in the
form of an absolutely convergent trigonometric series

wo(t) = Z cx sin(kmt/ag), (3.22)
k=1
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where ¢, € R.

Let j € Z. We define the numbers d; as follows: dg = 0, if 7 > 0 and ¢; > 0,
then dj = ¢;, d_; =05 if j > 0 and ¢; <0, then dj =0, d—; = —¢; = |¢j|. Then
the representation (3.22) can be written in the form

wa(t) =Y d;sin(jmt/ag), (3.23)

JET

where d; > 0 for all j. We consider the infinitely divisible ch.f. of the class C?(R)

v(t) = exp Zdj(eijm/ao -1)1. (3.24)
JEZ

We have

argy(t) = > _d;sin(jmt/ag) =Y epsin(kmt/ag) = wo(t) = w(t).  (3.25)
JEL k=1

(The last equality in (3.25) holds at |¢| < ap.)

We will look for the function v (¢) in the equation ¢ (t) = F(t)e(t) in the form
P(t) = P1(t)y(t), where 1 (t) is a ch.f. We get equation ¢ (t) = G(t)¢(t), where
G(t) = F(t)/v(t). Moreover G(t) € C*(R) and G(t) > 0 for |t| < ap. Under these
conditions, the required statement has already been proven. ]

It is easy to see that Theorem 3.1 is valid in the following slightly more general
form.

Theorem 3.2. Let A be a closed subset of R such that 0 ¢ A, —A = A.
Let F(t) be a twice continuously differentiable function on R\ A and four times
continuously differentiable on some neighborhood of the pointt =0 (F: R\ A —
C), such that F(—t) = F(t), F'(0) = 1.

Then there exists characteristic function p(t), positive on R\ A and equal
to zero on A such that the function ¥(t) = @(t) - F(t) is also a characteristic
function.

Remark 3.3. Is it possible to replace in this theorem the differentiability
condition with the local Wiener property, which is obviously necessary?
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ITpo raycciBchbKi JiIbHUKN XapaKTEePUCTUIHUX (DYHKITii

Alexandr II'inskii

Hoseneno raxi dakru: 1) g KOKHOMO HATYPaJbHOIO ducjaa n > 3
iCHYTOTH M XapaKTepUCTHIHNX (DYHKITIH, KOXKHA 3 IKUX HE MA€ TayCCiBCHKUX
JITBHUKIB, TAKOXK JTOOYTOK KOYKHOI BJIACHOT MiIMHOXKUHU IT1i€1 MHOKUHU Xa-
pakTepucTUIHUX (PYHKIN HEe Ma€ raycCiBCbKHUX JIIbHUKIB, ajie JTOOYTOK 1X
BCiX Mae rayccisebki minbauky; 2) Koxken HeBUpozKeHuii fiMmoBipHicHIIt po3-
ITOJIT 3 OOMEYKEHMM CIIEKTPOM MA€ PYAMMEHTH IayCCIBCBKUX KOMIIOHEHT B
TaKOMY PO3YMiHHI: JIJIST KOYKHOTO TAKOTO PO3MOJILTY iCHY€E PO3MOJIiI, SKAN He
MAa€ rayCCiBCbKUX KOMIIOHEHT, aJjie 1X 3rOPTKa Ma€ rayCCiBCbKY KOMIIOHEHTY.
Mu Takok BKa3yeMo IMUPOKHUit Kjaac PpyHKINH Ha mificHiit oci, gKi MOXYyTh
OyTHU TIpeJICTaB/IeH] AK BiJTHOIIEHHS JIBOX XapPAKTEPUCTUIHUX (DYHKITIM.

KimrodgoBi cioBa: xapakTepuctudHa (OYHKIISA, TayCiBCHbKUIT PO3MOIi, BU-
[1a/IKOBA BEJIMIMHA, 3TOPTKA
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