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Motivated by recent works by Radchenko and Viazovska and by Ramos
and Sousa, we find sufficient conditions for a pair of discrete subsets of
the real line to be a uniqueness or a non-uniqueness pair for the Fourier
transform. These conditions are close to each other. The uniqueness result
can be upgraded to an interpolation formula, which in turn produces an
abundance of discrete measures with discrete Fourier transform.
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1. Introduction and main results

1.1. Uniqueness and non-uniqueness pairs. Let H be a space of func-
tions on R. For instance, H can be L%(R) or the Schwartz space S = S(R). Later
we will also consider other spaces H. We define the Fourier transform by

ﬂ@zéﬂ@fm&ﬂ.

Then its inverse is given by

ﬂ@ZAﬂw%%ﬁ

Definition 1.1 (uniqueness and non-uniqueness pairs). We call a pair (A, M)
of sets A, M C R a uniqueness pair (UP) for H if

FEH, fla=0, flu=0 = f=0.
Otherwise, (A, M) is a non-uniqueness pair (NUP) for H.
This definition is invariant under the transformations
(A, M) (tA,t71M), t#0,

and
(A, M) = (A+r,M+s), rseR,
provided that, for every f € H and every ¢ #£ 0, r, s € R, the space H also contains
the functions z +— f(tz), z — f(x +7), and = — e2™5% f ().
The most classical examples of uniqueness and non-uniqueness pairs (for in-
stance, in the space S) are

©) Aleksei Kulikov, Fedor Nazarov, and Mikhail Sodin, 2025


https://doi.org/10.15407/mag21.01.04

Fourier Uniqueness and Non-Uniqueness Pairs 85

(UP) A=2Z, M=R\(-33)
(NUP) A=cZ, M =R\ (—3,3

The condition M =R\ (—l ) implies that the spectrum of f is contained in
the interval [—%, %], that is, f is an entire function of exponential type at most
m. The famous Beurling-Malliavin theorem [4,5] can be viewed as a description
of the sets A such that (A,R\ (—a,a)) is a UP for each a < 1 and a NUP for
each a > %

Another classical example of a uniqueness pair in L?(R) is due to Benedicks [3]

and Amrein and Berthier [2]:

Y
) with any ¢ > 1.
1

(UP) A, M have complements of finite Lebesgue measure.

Later, the second-named author [19, Section 2.5] found “a one-sided version” of
this result:

(UP) ANR_, M NR_ have complements of finite Lebesgue measure.

In all these examples, at least one of the sets A, M in the uniqueness pair was
not discrete.

The situation changes if we assume that the functions in H, as well as their
Fourier transforms, are well-defined pointwise. In 2017 Radchenko and Via-
zovska [23] found a surprising example of a uniqueness pair for the set of even
functions in S:

(UP) A=M={0,+V1,£v2,+V3,...}.

This follows from their remarkable interpolation formula, which expresses any
function f € S by the values of f and fon this set and two more values f/(0)
and f' (0). Radchenko and Viazovska used an arithmetic approach based on the
theory of modular forms. This makes their construction quite rigid.

Our work was inspired by a work of Ramos and Sousa [24], in which they
developed a purely analytic approach to the construction of discrete uniqueness
pairs. Starting with a function f € S such that f|s and ﬂ M vanish, their idea
was, first, to estimate the size of the derivatives f(j) and f(j), j=12,..., to
show that f and ]?have an analytic continuation to C with certain bounds, and
then, using entire function theory, that f is a zero function. Their approach
used a repeated application of the Rolle’s theorem, and required unnecessarily
restrictive assumptions on the denseness of A and M. For instance, they were
able to show that the pair of the sets A = M = {£n®: n € N} is a UP for the
Schwartz space S if a <1 — @, but their techniques were not strong enough to
cover the full range o < %

1.2. Supercritical and subcritical pairs.

Definition 1.2 (supercritical and subcritical pairs). Let the sequences A =
(A\j)jez and M = (p;) ez be ordered so that

...<)\j71<)\j<)\j+1..., Alim )\j::I:oo,
j—too
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< 1 < g < g1 e, hm pj = Foo.
—+o0

Given 1 < p,q < oo with % + % = 1, we call a pair (A, M) supercritical if

. _ 1 . _ 1
lim sup |A;[? 1( j+1 = Aj) < 9 lim sup |47 1(Mj+1 — py) < 9
|g|—o0 |j|—o0
and subcritical if
1 . _ 1
Hminf [\ [P~ (N1 — Aj) > =, Uminf |97 (1 — 1) > =
=00 27 Jjl—oo 2
Example. Consider the sequences
(D P L\ Ve
A= {81gn(.7) (galjl) } , M = {Slgﬂ(J) (galjl) ;
JET jez

+ = =1, a > 0, and note that

141
P q

1 1
li Aj - ) == li i1 — i) = =a.
F |1_I>n |A41P ( j+1 j) 2&, J ll_rfl |:“J| (/J’]+1 .UJ) 2“
Hence, for a < 1, the pair (A, M) is supercritical, while for a > 1, the pair (A, M)
becomes subcritical. The case p = ¢ = 2 and a = 1 corresponds to the pair
considered by Radchenko and Viazovska.

Theorem 1.3. Suppose that 1 < p,q < 00, ;1) + % =1. Then

(i) any supercritical pair (A, M) is a uniqueness pair for the Schwartz space S;
(ii) any subcritical pair (A, M) is a non-uniqueness pair for the Schwartz space S.

Actually, we prove more. We show that the uniqueness part holds for functions
from a much larger Hilbert space

= {: £, F € Hu 1P = 10, + 17 1}

where H; is the Sobolev space of functions f € L?(R) such that

112, = /R (1+ ) Fe)P dé < 0.

Note that the space H is complete and that in this space the point evaluation is
bounded for both f and f. To see that H is complete, we let (fn) be a Cauchy
sequence in H. Then (f,) and ( fn) are Cauchy sequences in H;. Hence, f, — f,
fn — g in Hy, and therefore, in L?(R). Thus, f = g, and fn — f in Hy. We
conclude that f € H and f,, — f in H. The boundedness of the point evaluation
in H is also straightforward: using the Fourier inversion and the Cauchy—Schwarz
inequality, we get

|</¢1+st < Valflm, zeR,

e
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and similarly, |7()] < vl fllm,. € € R,

In its turn, the non-uniqueness part of Theorem 1.3 requires less stringent
assumptions on the pair (A, M) (see the remark in the beginning of Section 7)
and holds for a much smaller Gelfand—Shilov space

S(p,q) = {f: de=cy > 0s.t. /Rf(:v)]QeC'xp dz < oo, /R|f(€)|2€c§|q d¢ < oo} )

The elements of the Gelfand-Shilov space are entire functions of finite order of
growth (f has order p and f has order q).

Remark 1.4. Taking into account the invariance of uniqueness and non-
uniqueness pairs under dilations, one can formally generalize Theorem 1.3 as
follows.

Suppose that, for 1 < p,q < oo, % + % =1,

lim sup |)\j‘p*1()\j+1 - )\]) =a,

| |00
and
limsup [p5|7 (1j1 — p1) = b,
|5]—oc0
with

1
Uprplla  —
a < 5

Then (A, M) is a uniqueness pair.
Similarly, if
lim inf ‘)\j ’p—l()\j_H - /\j) = a,

|j]—00

and
liminf |77 (g1 — 115) = b,
ljl—=o00

with

al/pbl/q > %’

then (A, M) is a non-uniqueness pair.

1.3. Quantitative uniqueness. To state the rest of our results, we intro-
duce a scale of Hilbert spaces Hs p.q-

Definition 1.5 (Hilbert spaces H, 4). For p,q > 1 with %—F% =1land s >0,
let Hs 4 be the Hilbert space

Hopg = {1+ 1 € oo, T € Hys, 1118y, = 171, + 1712, }

where H; is the Sobolev space of functions f € L?(R) such that

1712, = / (1+1€2)1F(E) dé < oo.
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Note that H%,M =H.

We will use the spaces H; ;, 4 only for the values of s such that smin(p,q) > 1
so that Hspq C H.

We also need to introduce the notion of p-separated sequences, that is, the
sequences for which the consecutive elements cannot be too close.

Definition 1.6 (p-separated sequences). Let A = (\;);jez be a sequence or-
dered so that

<A1 <A < Ay, lim A\, = +o0.
j—1 J Jj+1 oo J

We call A a p-separated sequence if there exists ¢ > 0 such that for all j € Z we

have
c

Ajp1 — Aj > - .
T @ min(yl )t

We will tacitly use the following simple claim:

Claim 1.7. For any supercritical pair (A, M), there exists a supercritical pair
(A, M) such that A" € A, M' C M, and A’ is p-separated while M’ is q-separated.

Proof. We only show how to select the needed subsequence A/, from
A N (0,400) = {Ag, Akt1,.--}, the other three cases are handled similarly.
Let

N

a = lim sup ‘)\j’p_l(kj_;_l — )\j) <

and consider a small number 6 > 0. We build the set A’_ iteratively, starting
with A/, = {\;}. We will be looking at the elements of A N (0,+00) in order.
Assume that we are currently looking at A\, and let A\, be the last element that
we added to A/,. We add A, to A/, if and only if )\ﬁfl()\m — Ap) > 6. Clearly,
the resulting set A’_ is p-separated. We show that if a + 20 < %, then this set
remains p-supercritical.

Let us enumerate A’, = {v1,72, ...} and show that, for sufficiently large [, we
have ﬁ’ 71(7”1 — ) < a+ 2. Assume that in the original sequence v, = A,
Yit1 = Am. I m =n 4+ 1 then ")/lp_l(’)/l+1 — ) < a+ 4, provided that [ is large
enough.

Now, assume that m > n + 1, that is, A\;,,—1 ¢ A’,. Then

P i =) = X O = A1) F X A — A)
<AL A = A1) + X Aot — An) < (@+6) +6 = a+ 25,

provided again that [, and therefore m, are large enough. O

Thus, there is no loss in generality to assume in Theorem 1.3 that A and
M are p- and g-separated, respectively. We will call such pairs separated with
parameters p and q.

Our next result is a quantitative version of the uniqueness part of Theorem 1.3.
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Theorem 1.8. Let (A, M) be a separated supercritical pair with parameters
p,q > 1, % + é =1, and let s > 0 be such that smin(p,q) > 1. Then there exist
numbers ¢, C' > 0, such that, for every f € H,

S, < [2(1 AR ()2

AEA
3 W) F)P] < I,

pneM

Note that the sums in the middle are comparable to the Riemann sums for
the integrals that define || fH?Hé o BY the left-hand inequality, if the expression
in the brackets is finite for a function f € H, then f belongs to the space Hs 4.

2. Corollaries and related work

2.1. Fast decay along a supercritical pair yields membership in S.
Combining Theorem 1.8 and Claim 1.7 with a simple fact that (\,5,Hspq = S,
we get the following corollary:

Corollary 2.1. Let (A, M) be a supercritical pair. The function f € H
belongs to the Schwartz space S if and only if for all r < co we have

D=0 (X))l =0 (sl ™), 15l = oo,

2.2. Interpolation formula. Theorem 1.8 essentially says that suitably
normalized reproducing kernels at the sets A and M form a frame for the Hilbert
space Hsp 4. It is well-known that any such frame bound gives rise to an inter-
polation formula, see e.g. [10, Section 5.1] or [22, Section 1.8]. For the reader’s
convenience and to keep this text self-contained, we will outline the argument in
our case following [22].

Corollary 2.2. Let (A, M) be a supercritical pair with parameters p,q > 1,
% + % =1, and let s > 0 satisfy smin(p,q) > 1. Then there exist functions
(ax)aen and (by)uenm in Hspq, such that, for every f € Hsypq, we have

F=Y"fWax+ > b, (2.1)

AEA neM

and the series on the RHS converges in Hspq-
Furthermore, the functions ay and b, can be chosen so that

laxll#,,, < C(1+ IA)E—DPte N e A,

and
1 1
b3,y < C(L+[u))572)9 2 e M.
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Since |£(z)| < v/al|fllm, and (£ < [1fl1% < V2 £l . we have | ()] <
V2r| flis,.,.,» uniformly in @ € R, and similarly |f(£)] < v27||f|2,,., uniformly
in £ € R, so the series on the RHS of (2.1) converges uniformly both on the
space and the Fourier sides. Similarly, if smin(p,q) > n+ 1, n € N, then the
series in (2.1) converges uniformly together with the first n derivatives both on
the space and the Fourier sides.

On the other hand, it is important to note that the functions ay, b, depend on
s and that we do not know whether there exists a similar interpolation formula
convergent in the topology of the Schwartz space S.

Proof of Corollary 2.2. By Claim 1.7, we can assume that the pair (A, M) is
separated.

Let ¢2(A, M) be the Hilbert space of (complex-valued) sequences z indexed
by AU M such that

H ||2 def Z| 1+ |>\|)(28 p+1 + Z |$ 1+ |H|) (2s—1)g+1 < 00.
AEA neM

Then the map

~

f= ((FO))aens (F(1))uem)

defines a linear operator
T: Hpq — (A M),

and, by Theorem 1.8, there exists a positive C' such that, for each f € H )4,

C_1||f||7‘ls,p,q S ||Tf||£2(A,M) S C||f||Hs,p,q‘ (22)

Let X = TH,,4 be the image of the space Hs )4 By (2.2), this is a closed
subspace of £2(A, M). Denote by P: £2(A, M) — X the orthogonal projection to
X.

Let 0y, A € A, and 6,, u € M, be the “delta-functions” in ¢2(A, M), i.e
(A) =1, 6\(N) =0x(p) =0 for N € A\ {A}, p € M, and similarly for 6,,. Let
ex = Pdy, e, = Pj,. Then, for each x = T'f in X, we have

v=3 a(Nex+ Y al(pew=D_ fWex+ D fue,

AEA neM AEA neM

with the series convergent in £2(A, M). Applying the inverse operator T—! (which
is, by (2.2), a bounded operator from X to Hsp,), letting ay = T tey, b, =
T_le,“ and noting that

laal#eps < 1T x =20 pq llexllezaan
< Cloalleann = CA+ [ANC~DPH3, Ne A,

and, similarly, ||b,/#,.,, < C(1+|pu)) - 2)9%3 1y € M, we conclude the proof. [
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2.3. Crystalline measures. Keeping € R\ A fixed, we can rewrite the
interpolation formula (2.1) in the form

f@) =Y fWax(@) = Y fbu(x), feS.

AEA pneM

Then (keeping in mind that supg [ax] < Cllarllx. .., and supg [b,] < Clb,lre,.):
we see that the locally finite measure v, = 3 <)/ bu(2), is a tempered distribu-
tion supported on the set M, and its distributional Fourier transform equals to
Up = 0z — > _yea @r(2)dx, which is a locally finite measure supported on the set
AU{z}. Applying this argument with some X' € A, A" = A\ {\'} in place of A,
and x = X, we arrive at a curious conclusion:

Corollary 2.3. For any supercritical pair (A, M), there exists a non-trivial
locally finite measure v supported by M that is a tempered distribution, whose
distributional Fourier transform U is a locally finite measure supported by A.

Such measures v are called one-dimensional quasicrystals or crystalline mea-
sures according to Dyson [9] and Meyer [17,18].

In fact, we can prove slightly more. For a pair of discrete sets A, M, we denote
by N (A, M) the vector space of locally finite measures v supported on M which
are tempered distributions, whose distributional Fourier transforms 7 are locally
finite measures supported on A. Then, since removing finitely many points from
a supercritical pair leaves a supercritical pair, the space N (A, M) is not only
non-trivial, but also infinite-dimensional for any supercritical pair (A, M).

On the other hand, for the subcritical pair, this space is always finite-
dimensional, see Remark 7.5 at the end of Section 7.3.

2.4. Related work. There are several recent results inspired by the
aforementioned Radchenko—Viazovska paper [23]. Bondarenko, Radchenko and
Seip [6] revealed a collection of similar interpolation formulas, the most curious
one corresponding to A = {(4m)"tlogn: n € N} and M = {i(p — 3)}, where
p runs through all non-trivial zeroes of the Riemann zeta function with positive
imaginary part (assuming the Riemann hypothesis and simplicity of zeroes). Sim-
ilarly to [23], they used an arithmetic approach based on the theory of modular
forms and Dirichlet series. In [25], Ramos and Sousa managed to slightly perturb
the nodes of the interpolation formula found in [23].

Recently, in [1] Adve found conditions for the pair of discrete set (A, M) C
R? x R? to be a UP/NUP for the Schwartz space S(Rd). His conditions are
less precise than the ones supplied by Theorem 1.3 in the case d = 1 (apart
from that, they are of uniform nature, like in our toy-model Theorem 1.3A,
rather than asymptotic). We note that his construction of NUPs does not ap-
peal to complex analysis. It should also be mentioned that other, denser than
in [1], multi-dimensional discrete UP were recently constructed by Ramos and
Stoller [26] and by Viazovska [27].

In [11], the first-named author proved that interpolation formulas like (2.1)
can only exist if the following inequality for the counting functions of the sets
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A, M is satisfied for all W, T > 1:
AN [T, T)| + |M O [-W,W]| > 4WT — Clog?(4WT).

One can easily see that the supercriticality condition in Theorem 2.2 implies this
inequality (even with 4 replaced by some bigger constant), while, for subcritical
pairs in the non-uniqueness part of Theorem 1.3, there exist values of T', W that
violate it regardless of the value of the constant C.

For the reader interested in one-dimensional quasicrystals, we mention re-
cent works by Kurasov and Sarnak [12], Lev and Reti [13, 14], Olevskii and
Ulanovskii [20,21], and Meyer [17,18], which also contain further references.

3. Poincaré—Wirtinger-type inequalities

The central role in our arguments will be played by the Poincaré-Wirtinger
inequality and its extensions. The most classical version states that if f € C'*[0, 1]

and f(0) = f(1) = 0, then!
Lo <1>2 b
[ues(2) [ e

We start with a “stable version” of this inequality, which does not assume
that f vanishes at the endpoints.

Lemma 3.1. For any e >0, all a < b and all functions f € H1(R), we have

b _a\2 b
/|f|2§(1+6)<b ) [+ (40— (@P + o))

™

Proof. Since smooth functions are dense in H;(R) and the point evaluation
is bounded in H;(R), it suffices to prove the estimate for a smooth function f on
[a, b].

By the scale- and shift-invariance we can assume that ¢ = 0 and b = 1.
Consider the function ¢ = f — ¢, where the linear function ¢ is taken so that
£(0) = f(0) and ¢(1) = f(1), i.e., g(0) = g(1) = 0. Then, by the classical
Poincaré—Wirtinger inequality,

12 1 1 )

/
/\g|§2/lg\-
0 ™ Jo

Furthermore, by the Cauchy—Schwarz inequality,

1 1 1 1
Jt= v <are [1gs et [ler
0 0 0 0

'For the proof, extend the function f to the odd 2-periodic function fand let g(t) = f(Qt).
The function g is a 1—pAeriodic C'-function with zero mean. Expanding g and ¢’ into the Fourier
series and using that ¢’(k) = 2wikg(k), k € Z, we get

1 1
" / = / 102 = 472 S KGR > an2 S [G(R)|? = an? / g2 = 4n? / I
0 R/Z R/Z 0

k+#£0 k0
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! 2 ! 2 ! 2 ! 2
/!f’\ :/ 7| +/ 1] z/ 7|
0 0 0 0

(since the function ¢’ has zero mean and, therefore, is orthogonal to constant
functions). At last, [¢| < max(|€(0)],|¢(1)]) = max(|f(0)|,|f(1)|) everywhere on
[0, 1], whence

and

1
/0 [ < max (|F(0)%, [F(D)P) < [FO) + [F(1)]*.

Combining these estimates, we complete the proof. O

We also need the following trace-type bound:
Lemma 3.2. For alla <b and all f € Hl(]R), we have

(a) /W

Proof. As above, we assume that a = 07 b = 1, and that the function f is
smooth. Integrating the identity
x
_ f!
/

=/01f—/01(1—w>f’,
0)| S/OllfH/Ol(l—x)f’l,
and

o) <2 [(/ ) +([a —w)lf’\ﬂ
<o e fa-o2 [ire=2 el [
O

proving the lemma.

over z € [0,1], we get

whence,

Definition 3.3 (I-dense sets). A discrete set I' C R is [-dense if R\ I contains
no interval of length greater than .

Lemma 3.4.

(i) Lett>0,0<e<1, andlet T be a (1 —¢€)(2t)"1-dense discrete subset of R.
There exists a constant C. such that, for all convex increasing C-functions
®: [0,00) = R and all functions f € H, we have

B (1) /R @) de < / BT e + Cot!(2) S [7(7)

~yel
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(ii) Lett > 0, and let T be a (2t)~-dense discrete subset of R. Then, for all con-
vex increasing C-functions ®: [0,00) — R and all functions f € H vanishing
on I', we have

o) [ IfwPds < [ o(@)ferRa

The case ®(t) =%, § > 1, will be of a particular interest for us later.

Proof. First, we consider the case ®(t) = ¢t. Summing the estimates from
Lemma 3.1 over all gaps between the points of the set I' and using that the
length of the gaps cannot exceed (1 —¢)/(2t), we get

-1
/W ”5 /W (e DS 1)

vyel

whence (using the Plancherel theorem),
e [k < [ @ifor+ce X110
yel

For the general case, we rewrite the case ®(t) =t as

/g L eferass [ @-2)fePdc+cay lrop

|€>¢ ~el

Multiplying this inequality by ®’(t?), we get

/(1) /K (e
< <I>’(t2)/|£l>t (€2 =) |F )P dg + Ctd' (12) Y [ f(7)?

yel

Noting that, for |{] > ¢, we have ®(£?) — ®(¢?) > @'(¢?)(¢% — t?), and that, for
€| < ¢, we have ®(t?) — @ (&) < @/ (¢2) (2 — £2), we get

/K__ _T@P(e() - o(e?) ag
= /|£|>t FEOP(2(8%) = @(¢7)) dg + Cet' () Y [ £ ()

~yel'

which after rearranging gives us part 3.4(i) of the lemma.

To prove the second part, we notice that the set I is (1 —¢)(2¢')~*-dense with
any t' < t and ¢ < 1 —t~'#. Applying part 3.4(i), recalling that f vanishes on
I, and letting ¢’ 1 ¢, we get part 3.4(ii). O
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4. Toy model: the Poincaré—Wirtinger inequality in action

Here we prove the uniqueness part of Theorem 1.3, as well as Theorem 1.8,
in the case p = ¢ =2, s = %, under a more restrictive uniform supercriticality
assumption. In this case, the proofs of these results become short and free of
cumbersome technical details.

4.1. Uniformly supercritical uniqueness pairs. As before, we order the
sequences A = (X\j)jez and M = (15);ez, so that

<o <A < Ajgr - lim \; ==

< Aj-1 3 < AL _gloo 00,

< 1 < g < g1 e hm pj = Foo.
—+o0

Definition 4.1 (uniform supercriticality). We call a pair (A, M) uniformly
supercritical, if

(4.1)

N

supmas{(Ay], [\yl} - a =), supmancl g g [} iy = y) <
JEZL je

Theorem 1.3A. Let (A, M) be a uniformly supercritical pair. Then the only
function f € H such that f(\;) = f(u;) =0,j5€Z,is f =0.

Proof. Choose a < 1 so that the LHS of (4.1) is less than 1a. Then, we have

[ #rta |2dx—z/ 22| () do

JEZ
o [l )
meaX(\)\j|,]/\j+1|) / |f(z)]" da
JEZ A
2 )\j+1*)\j 2 / 2
<3 max((Ayl Py ) <W> JRACIRE
jeZ J
)2
o 22/ x)|*dx
JEZ

_ (2(:7)2/]R’f/(x)’2dx = a? Ay%f@)ﬁdw

where in the second inequality we used the classical Poincaré—Wirtinger inequal-
ity.
Similarly, we get

/ V1T )P dy < o / 2| f (@) de.
R R

Since a < 1, this implies that [ 2?|f(x)|?dz = 0, i.e., f = 0 almost everywhere.
]
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By being slightly more careful, we can assume in Theorem 1.3A that the LHS
of (4.1) are only at most % and not strictly smaller than % As the Radchenko—
Viazovska construction [23] shows, this is no longer true in the case of more
general Theorem 1.3.

Note that it is enough to add finitely many points to each of the sets A and
M, to turn any supercritical pair (A, M) (with p = ¢ = 2) into the uniformly
supercritical one. Therefore, if (A, M) is a supercritical pair with p = ¢ = 2, the
linear space {f € H: f|la =0, f|ar = 0} can be only finite-dimensional. Unfortu-
nately, we did not succeed in finding a short way to conclude from here that this
linear space contains only the identically vanishing function. Nevertheless, the
same idea based on the Poincaré-Wirtinger inequality will play a crucial role in
the proof of the uniqueness part of Theorem 1.3.

4.2. Quantitative uniqueness. The next result is a uniform version of
Theorem 1.8.

Theorem 1.8A. Let (A, M) be a separated uniformly supercritical pair with
p=¢q=2. There exist A, B > 0 such that, for all f € H, we have

ANFIR < DA+ DI+ D+ Dl F )P < Bllf I3 (4.2)
AEA pneM

We start with the left-hand part of (4.2), which does not need the separation
assumption.

Proof of the left-hand part of (4.2). Choose a < 1 so that the LHS of (4.1)
is less than %a. Repeating the proof of Theorem 1.3A, with Lemma 3.1 in place
of the Poincaré—Wirtinger inequality, we get

[Fl@Pdr<aare) [ EfePa
R R
L1t =) Y max(Agil Al g2 Osr — ADFOGP. (43)
JEZ

By the uniform supercriticality, max(|A;j—1|, |Aj], [Aj+1]) < C(1+]X;]), and there-
fore, the second term on the RHS of (4.3) is bounded by

C= Y max((\jal, AL I DIFON) P < C D (1 + ADIF P
JET AEA
Hence,
/ 2?|f(2)]? dr < a®(1 +¢) / EIF©)P e+ C Y (1 + ADIFNI
R R AEA
Similarly,

20 Tl ey |2 2 2 2 22
/RE [fEIFdE <a (1+5)/R$ [f@)Pde+Co D (14 [uh)] ().

peM
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Adding these estimates, and choosing € > 0 so that a?(1+¢) <1 -4, § > 0, we
get

2 2 21 7 2
5 [/Rm £(@) dm+/Rs o) df]
< cg[} AP+ Y+ mrﬂu)\?].

AEA neM

Recalling that || f||7, is dominated by [ 2*|f]* + [; €2|f]2 (for instance, by the
classical Heisenberg inequality? [8, Section 2.9]), we get

5|1 f13, < Ce [Z(l DI+ Y1+ Iul)lf(u)IQ],

AEA neM

which implies the left-hand part of estimate (4.2) with A = 56’; L O

Proof of the right-hand part of (4.2). Here we will use only the separation
condition, choosing ¢ so that Aj41 — A; > (1 + min(|A\;], |[A\j+1])) 7!, j € Z. For
A;j > 0, applying Lemma 3.2 with a = Aj, b = A\j + ¢(1 + \;)~! so that [a,b] C
[)‘]7 >\j+1]’ we get

Aj+e(14x;)71 Q/A]-+c(1+xj)—1 -
/]

AP <220+ A)° [ 7P+
Aj

Aj

Ajr1 2 Aj+1
(VL T T
A A

J J

Ajr1 2 Aj+1
<2 [asatitag [P

j Aj

For A\; < 0, we apply Lemma 3.2 to the function f(—x) with a = —X;, b= —\; +
c(1+|Aj)~t (note that now [a,b] C [~A;, —A;j—1]) and get

Aj 9 [N
DO <27 [ ra)irPeg [ 17
j—1 >‘j—1
Summing these estimates and recalling that [, |f/|* = 472 [ §2|f|2, we get the
claimed upper bound for the sum over A € A. The proof of the upper bound for
the sum over p € M is similar. O

2We use it in the form

-1 22 2 2d 2 7 2d )
@0 1122 ) s/Rx (@) w+/R£ Fe)” ae
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5. Uniqueness Pairs

In this section we prove the following result, which somewhat extends the
uniqueness part of Theorem 1.3:

Theorem 1.3-UP. Let (A, M) be a supercritical pair with parameters p and
q. Then the only function f € H such that f(A) = f(u) =0, A€ A, p € M, is

F=0.

The proof splits into three parts — two parts that deal with smooth functions
on R, and a complex-analytic part. First, we prove that any function f € H that
vanishes on A and whose Fourier transform vanishes on M must be a Schwartz
function. Then we show that this function actually has an even faster decay
together with its Fourier transform and belongs to the Gelfand—Shilov space
S(p,q), i.e., for some ¢ > 0,

/|f(x)|26w|" dz < 0o and /|f(g)|2ecilq d¢ < oo.
R R

In particular, f and f are entire functions of finite order. The main tool in
both steps is a modification of the Poincaré-—Wirtinger inequality for fractional
derivatives, which will be our starting point, and its slowly varying local version.

To finish the proof, we use some Phragmén—Lindel6f type bounds from the
entire function theory, working simultaneously on the space and the Fourier sides.

5.1. From Sobolev to Schwartz spaces. Our goal now is to prove that,
under the assumptions of Theorem 1.3-UP, for every 6 > 1, we have

/ @) Pef? de < 0o and / FOPRIE dé < oo
R R

(recall that a function f € L?(R) belongs to Schwartz class S if and only if both
of these integrals are finite for all § > 1).

For convenience, we set a = p—1, b = ¢—1, where p and q are the parameters
from the supercriticality assumption in Theorem 1.3-UP. Then ab = 1. Without
loss of generality, we assume that a > 1 > b.

Next, observe that, by the supercriticality of the pair (A, M), there exist o > 1
and Xo,Zg > 0 such that, for z,£ € R, the intervals of R\A and R\ M containing
x and ¢ respectively have lengths at most (20]z|?)~! and (20|¢[°)~!, provided
that |z| > Xo, || > Zo. In order to apply Lemma 3.4, we take a non-negative
cutoff function F' € C§°(—1,1) with [ |[F(2)[*dz = 1, and consider the function
g = fF,, where F,(z) = F(x—v), v € R. If |[u| > X¢+1, the function g vanishes
on a (20)7!(Jv| — 1)~ %dense set, so, applying Lemma 3.4(ii) to the function g,
we get

B(0?(o] - 1)) / @) Fy(@)]? dz < / (FxE)©OPE)de (5.1)

with an arbitrary C'-convex increasing function ® vanishing at the origin.
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Choosing T > Xy + 2 so large that

To+1 2a <

To—1 o
and noting that |z —v| < 1 for every z in the support of F,,, we estimate the LHS
of (5.1) from below by

/f(x)IQIFU(x)P@(UIx!Q“)dw > U/ |f (@)1 Fo (@) P @(|af*) da
R R

provided that |v| > Y. Plugging this into (5.1) and integrating both parts over
such v, we obtain

o[ p@Peeyars [ (FR)©Pe@ dan (52
|z[>To+1 RxR

_ Now, we are going to bound the RHS from above. Recalling that ﬁv(n) =
F(n)e~2™v1 and using the Plancherel theorem, we have

2 o~ o~
dv = / P — 1B dn.
R

[ /R Fle — mEmye2mndy

Thus, after a change of variables, the RHS of (5.2) is equal to
[ FOPF@ER(E 02 agan (3

So far ® was an arbitrary convex increasing C'-function. Now it is time to
choose it. We fix § > 1 and a large number T, and put ®p(t) =%, 0 <t < T,
and ®p(t) = T% + 0791 (t — T), t > T. Note that we have

20
r((6+0)?) < Br((JE] + [n)?) < @ (€2) (1 + ’|£’7|‘) L (54

which follows from the fact that ®7(¢)t~? is a non-increasing function.
Since |F(n)|? decays faster than any power of 7, for |¢| — oo, we have

[ e (1+ ‘Z:)w an— [ 1F)Pan= [ F@P =1

by the dominated convergence theorem, so we obtain

e ()" e

as long as |{| > E; = E1(o,p,0) (it is crucial that Z; does not depend on 7).
Thus,

/ / FORIF@Por((E +n)2) dedy < Vo / FOPr () de. (5.5)
{l¢|>E1} xR R
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Note that the integral on the RHS is finite since [p \f(§)|2(1 —1—52) dé < o0 (recall
that, for every T, we have ®7(£2) = O(£?), as ¢ — o0).
In (5.3), the integral over {|{| < Z;} x R is dominated by

J[ ... ORGP E + i dean

which is some finite constant (independent of T') due to the fast decay of F'.
At last, trivially, we have

[ @R (a) de < (04 1% [ (50 o
|z|<Yo+1 R
Putting all the estimates together we get

/ (@) Por(ja ) de < o~ Y/2 / FOPer()de+ K, (5.6)
R R

where K = Ky > 0 is independent of T'.

Now, let us switch the roles of f and f and consider the function ¥r(t) =
@7 () (which is still convex, Cl-smooth, and increasing) instead of ®7. Now,
the function W (¢)t~ is non-increasing, the whole argument goes through, and
we get

/ FOPUL(1E?) de < o V/2 / F@ P () de + K. (57)
R R

The integral on the RHS of (5.7) coincides with the one on the LHS of (5.6), and
hence, is also finite.

Now, we add inequalities (5.6) and (5.7). Recalling that Ur(|¢|?*) = @1 (£2)
and @7 (|z[**) = ¥r(2?) and using the finiteness of the RHS, we obtain

[ l@Per(ePe) do+ [ (FOPR(E) de <

independently of the choice of T' > 0. It remains to let T' — oo and use the
monotone convergence theorem to get the bound

—~ 2K
L lr@Repe o+ [ Ifieeas < = < oo

5.2. From Schwartz to Gelfand—Shilov spaces. Here, we show that if
a Schwartz function f vanishes on A and its Fourier transform f vanishes on
M, and the pair (A, M) is supercritical with parameters p and ¢, then, for every
sufficiently big positive integer ¢ > £y, we have

/ (@)l de, / FOPIe a < cto / F@Pde (58)
R R R



Fourier Uniqueness and Non-Uniqueness Pairs 101

It is easy to see that these bounds yield convergence of the integrals 3

/ (@) el da, / FOPE" d < oo
R R

In this part, we again rely on our version of the Poincaré-—Wirtinger inequality
(Lemma 3.4). The main difference with the previous part is that now we need to
exercise some care in choosing the cutoff function F': its choice has to be adjusted
to the value of the parameter £ in (5.8).

As in the first step, we set a = p— 1, b = ¢ — 1, and assume that A is a
discrete set such that for |x| > X the constituting interval of R\A containing x
has length at most (20|z|%)~! for some o > 1. Let f € S vanish on A. Fix § > 1
and consider the function
k

) B b3 )

k
F= :ﬂ.[,u’u] * E]l[

k—fold convolution

where 17 is the indicator function of the interval I, and large parameters k and
u are to be chosen later. We are going to apply Lemma 3.4(ii) with ®(z) = ¢
to the function fF,, where F,(z) = F(z — v).

Note that supp F,, C [U — %u,v + %u] If |v] — %u > Xy, the function fF,
vanishes on a (20)~!(|v] — 3u) “-dense set, so Lemma 3.4(ii) applied with ¢ =

o(Jv] — 3u)® gives us

2a6
(v1-3u)  [Ur@PIF @R <o [ (g7 Faore. 69

Now, we integrate both sides over [v| > 3u + Xo. The integral of the LHS is
at least

[ el -sw@P e [ @R,
||>3u+Xo R

because, as long as z with |z| > 3u + X is contained in supp F,,, we have |v| >
3u+ Xo and |v] — 3u > |z| — 3u. Assuming u > Xy and K > 4, we can bound
this quantity from below by

K-3 2a0 2a0 2 2
(%) [ e [ 1wk

®Indeed, assume that || f|| 2z, = 1. Since the integrals [, |f(z)|?|z|P* dz are finite for all £ >
0, we can choose a constant C; so big that, for 0 < ¢ < £,

/ |f () *]x|P dz < Cf0.
R

Whence,

0
/R\f(x)ﬁedf"’ de =) % /R (@) dz < (e~ max(C, )" < o,

>0 >0

provided that c is chosen so small that ¢- max(C,C1) < 1.
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Let us now estimate the integral / dv / |€ \29](]?* ﬁ’\ €)|? d¢, which appears

R
when we integrate the RHS of (5.9) over v. As in the previous step, noting that
Fv(n) = ¢ 2"V F(p) and using the Plancherel theorem, we find that it is equal

to
[ ROPIE@EIE + 0 agan

: U k
(1) = Lj—uu(n) T

Note that

We claim that

sinT¥n k

61+ 1) | | < 16l + -
Tk

If |n| < k/(mu) the claim becomes obvious after we estimate the second factor on

the LHS by 1. Otherwise, we estimate the absolute value of the sine on the LHS

by 1, and note that
uln| ﬁ S
P (el ) 2 1l + I

because in this case wu|n|/k > 1. Thus, if k > 6, we have

[ [1ReriEmme soazans [ [ 17 (1g+ ) i mrasan
)

20
=2 [ 170 (1g1+ -

where in the first step we again used that |sint|/[t| < 1.

Taking into account that [, [F(z)|*dz > u (because F(z) = 1 if |z| < u/2)
and juxtaposing the estimates for the LHS and RHS of (5.9), we arrive at the
inequality

[ aensras <2(H(L)) [irer(e+£) e s

provided that u > Xy, K > 4, and k > 6. We will be interested in large 6. So,
we choose K so large that %( K[f 3)(1 < 1. Then we shall take k € [0, w0] and split
the integral on the RHS into the sum of the integrals

N ) k>20d
( | et / K) For (1e+£) ac
K+1 2 191190 oy O\ 20
< (%) | o ErIe ag s /|£ o T (19+£) e
K+1\? [ =~ 5 9 o k>29
<(5) [iRorerace [ 7ep () ae

U




Fourier Uniqueness and Non-Uniqueness Pairs 103

Adding the integral f\m|<Ku |2|2%9| £ ()| dz to both sides of (5.10), we obtain

[ <o (ML (Y [ereac

~ 9 k>29 - ,
wrf R () e [ s

Bounding the second and the third terms on the RHS as

7 2 i 2 26 <9>29 9
[ FOP (104 20) e = acvn (T) [1s

and
/ |l’|2a6‘f(l')’2 dz < K2a0u2a0/ ‘f|2,
|z|<Ku R
a
and assuming further that % (KL—:s) o~! < 1, we conclude that, for large

enough 6, we have

2a0 2 1 N 21120
[ laPls@P o< 5 [ 7€ PR ae

-%(Aﬂwu%9+2u(+1ﬁe(z>%>LéJfQQQdm

1
At last, choosing u = @++1, which is consistent with u > Xy as § — oo, we finally
get

/ o) f()? e < / €71 ()2 dg + C>gai’ / |[f(@)Fdz. (5.11)
R R R

By the same argument, if fvanishes on the set M such that, for || > =y,
the constituting interval of R\ M containing ¢ has length at most (20|¢|?)~! with

o> 1and b=a""', we obtain

[lePmf©ras < 5 [ alris@P a+ it [(fPas (512)
R R R

provided that & is large enough.
We will choose @ and & so that x = af, and, since b = a~', § = bs. Note that

in this case we have
a K b

o+l a+1 b+l
so the second terms in the RHS of (5.11) and (5.12) are the same up to the value

of the constant C. Adding (5.11) and (5.12), we thus obtain, for big enough 6,

/ 220 f ()2 d + / €25 Fle)P de < c2opin? / (@) da
R R R

R,
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At last, we choose
a+1
2a

where ¢ is a sufficiently large positive integer. Since a = p — 1, with this choice
of the parameters, we have 2af = pf, 20 = ¢¢, and therefore, for £ > £,

0 =

b C=Vlo, o+ 1,0+2,...,

max [ [leri@pas, [ |§|qf|f<s>|2d§]
<cit’ [ 15@)Pas < g [ @) da.
R R

proving (5.8).

5.3. Phragmén—Lindelof tricks. We know that, for some ¢ > 0, the in-
tegrals [p | f(z)[2ef®l” dz and [, | F(€)]2ekl” d¢ are finite. These estimates imply,
in particular, that f’ and f, are bounded in absolute value by some constant A.
Therefore, for every xy € R,

/ |f ()Pl da > / max(|f (z0)| — Alz — ao|,0)%e™V" dz
R R

z0+(24) 7 f (o)
> [

(1f (w0)| — A(z — 0))e*V” da
z0—(2A) 71| f(0)|

> (o) el
whence, |f(z)| = O (e‘§‘$|p> as v — oo. Similarly, ]]?(y)| =0 (e‘gly‘q> as y —
oo. We also note that, by standard estimates of the Fourier transform, f is an
entire function of order p, and fis an entire function of order ¢, and naturally,
in this part we will use some complex analysis techniques.
We begin by defining the pair of the Phragmén—Lindelof indicators

1 1 6
£(6) = - limsup log | f(re”)|

5
T r—oo rP

and

1 log | f(pe™®)|
ka(p) = —1 —e I
2(¢) = o m sup ==

(the factors (27)~! are introduced to simplify some expressions). We note that
both indicators are negative at 0 and 4+, and set
ki = min(|k; (0)], |k (£m)]), i=1,2.
Claim 5.1. We have
1
< —————|sinff?
p(qrz)P/e

and

R N T
< q(pm)q/p\smgd .
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Proof. For every € > 0, we have

()] < / Flo)]erielim=l e

e / o(~2mra2e) €[7-+2¢] Tm 2] —<l€]7 3¢
R

627T rggg(l&\l Im ZI—(Hz—%)\ﬂ")'

<
By the Young inequality,

€ 1 | Im z|P
€l Tm 2] < (w2 — =) [€]7+ .
( 7r> P (q(%2 _ %))p/q

Hence, setting z = re'? and letting r — oo, we get
| sin@|P

1
() < —— 1
ST P (g — 2))P

Since € > 0 was arbitrary, this gives the first bound. The proof of the second
estimate is the same. O

Replacing f(z) by f(—z) if necessary, we may assume without loss of gener-
ality that k1 = |k1(0)]. Replacing f(x) by f(x) after that, if needed, we can also
assume that ko = |k2(0)] as well. We also note that both quantities k1, ko are
finite?.

To use the density of zeroes of f and f, we need an observation about analytic
functions of exponential type in an angle I'(a) = {z: |arg(z)| < a} with a < 7/2.

Claim 5.2. Suppose that F' is analytic in T'(«), continuous up to the bound-
ary, and satisfies |F(z)| < Me® ™= with some a < 1. Let 3 = {31,32,...} C
R4 be a discrete set with 31 < 32 < ... and 3j+1 —3; < 1. If F|3 =0, then

log |F(x
limsupM < Qa,a) <0.
T—+00 X
Note that we do not require 31 to be close to the origin and that it does not
appear as an argument of Q.

Proof. Take any point © € Ry and consider the disk D of radius » = xsin«
centered at x. Note that D C I'(a). We take = so large that (1 —sina)z > 3.
Then the points of the set 3 N D form a 1-net on the diameter of D. By the
classical Jensen formula, we have

T —
log |F(z)] < 21/ log |F (2 + re')| dn + Z logu,
e 3€3nD r

“The Phragmén-Lindeldf principle yields that if the indicator of an entire function of finite
order and bounded type equals to —oo at one point, then the function vanishes identically,
see [15, Ch.I, §15] or [16, Remark 2 in Section 8.2]
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The first term on the RHS is bounded from above by
1 s

— amr|sinn|dn +log M = 2ar + O(1),
2 J_,

while the sum can be estimated from above by

2 ) log— <22/

1<k<r 1<k<r

k+1 e
log dt < 2/ log —dt = (=2 +o(1))r
r

as r — 00. Thus,
1
—log |F(z)| < (2(a—1)+o(1))sina, z — oo,
x

which implies the claim with Q(a, ) = —2(1 — a)sina. O

Note that if elements of 3 are /-dense instead of being 1-dense, we can consider
F(¢z) instead of F, assume that a¢ < 1, and arrive at essentially the same
conclusion.

Now we claim that, for all § € ( ' 2 ) we have

1 (sin 9)?
p(qro)P/e cospl

1
K1 > —tanpf — (5.13)
p
Indeed, consider the function F(z) = e(?™172)% f(;1/P) with small ¢ > 0 in the
right half-plane Re(z) > 0. By Claim 5.1, for |0 < 55, we have

log | F(re')| < 27 (k1 cospf + k1(0))r + O(1)

<27 </{1 cos pf + , |sin9|p> r+ O(1).

1
p(gra)Pla

Suppose that estimate (5.13) does not hold for some 6y € (0, le), that is,

c
K1 cos ply + (sinfy)? < —sin pby
p

1
p(grz)P/
with some ¢ < 1. Consider the function F' in the angle I'(a) with o« = pfy. On the
boundary rays |F(z)| = O (e%msmpeo) = O(e‘”"lmz‘) with a = % satisfying
a¥ < 1. On the positive ray |F| remains bounded (recall that x; = —k1(0)). At
last, |F'(z)| = O(e!?l) everywhere in I'(). Therefore, by the Phragmén-Lindelof
principle, the function F(z)e*™* is bounded in the angle {0 < arg(z) < a} (the
upper half of I'(«)). Thus, log|F(z)| < arImz+ O(1) for Imz > 0, z € I'(a).
Arguing similarly in the lower half of I'(a), we see that |F(2)| < O(eorlIm=])
everywhere in I'(a).

On the other hand, F' vanishes at every point A’, A € AN (0,00). By the
supercriticality of A,

1
Ajp1 = Aj < p)\j+1()\.j+1 —Aj) < 5P
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for large enough j, and, applying Claim 5.2, we conclude that

log |F
lim sup M <R<O0
T—+00 x
independently of €. However, the definition of k1 = —k1(0) implies that it is

impossible if ¢ < |Q|, proving estimate (5.13).
Thus, we have

1 |sinf|P T
, 0<h < —.
(qr2)P/4 p cos pb 2p

1
K1 > —tanpf —
p

Next, we will need the trigonometric inequality

7 < il
~ (cospf)1/p’ - 2p’

with strict inequality for § > 0. Indeed, both sides vanish at § = 0 and the
derivative of the LHS is ——, while the derivative of the RHS is

cos? pf?

cosf cospf +sinfsinpf  cos(p — 1)0

(cos pf)1+1/p ~ (cospf)+1/p’
which is clearly smaller for 6 € (O, %)
Letting n = %, we get
1 P
Kl >N — ——— .
(q52)p/q p

Maximizing the RHS with respect to n (note that n runs through the whole
interval (0,+o00) when 6 increases from 0 to 7/(2p)), we let n = gra, which
ultimately gives us k1 > Ko.

The same argument with the roles of p and ¢ exchanged gives us ko > k1.
The contradiction we arrive at shows that f is a zero function, completing the
proof of Theorem 1.3-UP. O

6. Frame bounds

In this section we turn to Theorem 1.8, using ideas similar to the ones we used
in the proofs of Theorem 1.8A dealing with uniformly supercritical sets and in
the first step of the proof of Theorem 1.3-UP. Throughout this section we always
assume that (A, M) is a separated supercritical pair with parameters (p, q), % +
1-1
! First, we show that the lower frame-type bound in the conclusion of Theo-
rem 1.8 holds if we add to each of the sets A, M finitely many points. Then,
using a classical Duffin—Schaeffer argument, we remove this extra assumption and
prove this lower bound without it. Finally, we prove the upper frame-type bound
and thus deduce Theorem 1.8 in full generality.
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6.1. Adding finitely many points to A and M. Here, we show that
for all s > 0 such that smin(p,q) > 1 there exist sets A’ D A, M’ D M and a
constant C' > 0, such that A"\A and M’\ M are finite, and, for all functions f in
‘H, we have

I1£11%,., SC(Z(lJrIAI)@s DPE PO 4 D0 (L ) ® D )I2>-

AEN neM’
(6.1)

Proof. We assume that both sums on the RHS are finite (otherwise, there
is nothing to prove). We will use the same notation and conventions as in Sec-
tion 5.1. Specifically, we assume without loss of generality that p > 2 > ¢ and
leta=p—1,b=qg— 1. We consider the same convex increasing functions ®
and Ur as in that section: for big number T, we put &7 (t) = t?,0 < ¢ < T and
Op(t) =T+ 0T (t —T), t > T, where § = ¢s, and Up(t) = &7 (t*). Note that
for t > 0 we have ®p(t) < 1/, ®.(t) < 019~ and Urp(t) < 99, Wh(t) < aft?? 1.

Let F € Cg°(—1,1) with [ |F(z)]*dz = 1. Put F,(z) = F(z —v). For big z,
the constituting interval of R\A containing x has length at most (1 —¢)(20(1 +
|z|)P~1)~! for some € > 0, o > 1. The set A’ will be A with a lot of points added
near the origin so that all the constituting intervals of R\A’ have length bounded
by a small numerical constant. Applying Lemma 3.4(i) to the function fF, and
the function @7, we get

b1V (o U(w)) [ IF@)PIF |2dx</|f*F O @r(¢?) dg
+ CeoU ()@ ) D IFPIFEMP, (6.2)
AEN
where U(v) = max(K,|v|)?~! and positive K can be chosen arbitrary large,

provided that we add sufficiently many points to A.
To proceed, we need an auxiliary estimate.

Claim 6.1. For |z —v| < 1, we have
Op (O'ZU(U)2) > (1—¢1)®p (U2U(l‘)2),

where €1 does not depend on T and can be chosen arbitrarily small when K is big
enough, while the parameters p, q and s remain fixed.

Proof. Since the function U is even, we may assume that x and v are non-
negative. If v > x or v < & < K the estimate is obvious with €; = 0. In the
remaining case, we have K — 1 < x — 1 < v < x, whence

Uw)>U@—1)> (-1 =(1-2")"U@) > (1-K )" U®@).

Next, we note that ®/.(¢) < 0¢t~1®1(t), whence (taking into account that ®/. does
not decrease), for ¢’ < t,

Op(t) < Op(t) + (t —t)Pr(t) < OL(Y) + 0 <1 — i) Op(t).
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Using this with ¢t = 02U (z)? and t' = 0>U(v)? (and recalling that 6 = ¢s is fixed),
we get what we wanted. O

Now, integrating inequality (6.2) over v € R, we obtain

| r@PR@Re @U@ avae < [ [(FrR@ P () agav
RxR RxR
+Co 3 TV / U ()@ (U (0)2) | Fo(N) 2 dv. (6.3)
et oAist
For the LHS of (6.3), using Claim 6.1, we have
// 2) 2| Fo (@) 2O (02U (v)2) dvde > (1 — 1) /R £ (@)20r(0°U(2)?) da.

Since ®7 is convex and ®7(0) = 0, we have
(1 —¢1) / \f(x)]2<I)T(U2U(a:)2) dz > (1 - 51)02 / |f(:c)|2(I>T(U(33)2) dz.
R R

Using that @/ (c?U(v)?) < 00%72U(v)?*~2 and that, for |A — v| < 1,
U(v)?=1 < C1(K)U(M\)?~1, we bound from above the sum term which appears

JUA
on the RHS of (6.3) by
C

(K) - Co0 1Y " [ F(VPUN

AEN

As in Sections 5.1 and 5.2, by the Plancherel theorem, after integration over
v the integral term on the RHS of (6.3) equals

/ /R ORIE ()2 (1€ + nf?) de dn. (6.4)

To bound this integral, we need another auxiliary estimate for the function ®7.

Claim 6.2. For all § > 0, there exists Cs (possibly also depending on s,p,q
but not on T') such that for all £,m € R, we have

Sr (I +n*) < (1+0)®(%) + Cslnf*. (6.5)
Proof. We use the bound (5.4)

o7 ((€+1n)?) < o7p(€2) <1 + ’,g)

If |n| < c|€], this estimate gives us
er((€+n)°) < ()1 +0)* < (L+0)er(€),
provided that (1 +¢)?Y < 1+ 6. If || > c[¢], then
r((E+m)°) < r((1+c7 ")) < (L+H)* I,

proving the claim. O



110 Aleksei Kulikov, Fedor Nazarov, and Mikhail Sodin

Now, we return to the integral (6.4). Since ]ﬁ(n)|2 decays faster than any
negative power and [, [F(n)|*dn = [ |F(«)|*dz = 1, using (6.5) and letting
V(€) = max(K, [¢])7~", we get

/R B Por (€ +12)dn < (1+ 6)B7(€2) + C

— (14 8)Up (247D 4 C§ < (14 26)U(V(€)?),

if K is big enough. Then, the integral (6.4) does not exceed

(1+26) /R FOPU(V()?) de.

Combining everything, we get, for big enough K,

(1 - e1)0? /R (@) Por (U(2)2) dx < (1+26) /R FOPU(V()?) de
+ C1(K) - Ceho™ ™1y IF(VPUN

AeN
Recalling that

e 1 and J can be made arbitrarily small while ¢ > 1 remains fixed,
o Ut = max(EK, )0,
o 0=sq=sp/(p—1), whence, (20 —1)(p—1)=2sp—p+1=(2s—1)p+1,

we get

/ (@) Por (U(2)2) dz < (1 - p) / |f<£>|2\IfT(V<5>2) ae
R R

+C D [FV)]? max(K, [A]) B 1PH
AeN

with some p > 0. Note that the integral in the RHS is finite since f € ‘H and the
sum is finite by our assumption. Thus the LHS is finite as well.

Similarly, adding enough points to M and repeating the same argument for
the function fwith the function W7 instead of &7 we get

/ FOPY(V(©)?) de < (1 p) / |f<x>|2<1>T(U<m>2) da
R R

+C 3 1F () max(K, [u) D,
pneM’

where the RHS is finite as we just established.
Summing these estimates and dividing by p we get

[1s@raru@?)ar+ [ 1FEPur(v?) a
R R
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<C Z ‘f max K |A|)(28 1)p+1 +C Z ‘f maX(K ’MD (2s—1) q+1
AEN wEM’

Finally, letting T" — oo and using the dominated convergence theorem we see
that the LHS tends to

/ 1F(@)[2 max(K, |2])**dz + / FO)? max(K, [€)* de.

which is at least ¢/ |3, ,., for some ¢ > 0. Bounding max (K, |y|) on the RHS by
C’(1+ |y|), we complete the proof of inequality (6.1). O

2. Removing finitely many points. Our next goal is to show that the
main estimate (6.1) holds for the pair (A, M). For this, we use the following
lemma, cf. Duffin—Schaeffer [7, Lemma IX]:

Lemma 6.3 (Duffin-Schaeffer). Let {v,}2%, be a system of vectors in a
Hilbert space H. Assume that there exists C' > 0 such that, for all v € H,
we have

lol> < C Y 1w, o), (6.6)
n=0

and assume that the system {v,}52 1 is complete in H. Then there exists C' > 0
such that, for all v € H, we have

lol> < ¢ (v, ). (6.7)
n=1

For the reader’s convenience, we provide a simple proof.

Proof. We pick a small number 0 < € < 1 to be determined later and take a
finite linear combination of the vectors vy, v, ..., approximating vg with error at
most e:

By Cauchy—Schwarz inequality we have

o) o

2
< @llvoll +e)ellvll* < e@flvoll + Dljvl*. (6.8)

<efvl,

therefore,

M
[{v, vo)|2 - ‘<v, z_:l anvn>
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We choose € < (2C(2|vg|| +1))~!. Juxtaposing estimates (6.6) and (6.8), we

i

Once again applying the Cauchy—Schwarz inequality, we get

') M
ol < 20 (z o+ M S |an\21<v,vn>|2) |
n=1 n=1

which yields the estimate we need with C’ = 2C(1 + M max |a,|?). O

o 2

ol <2C [ Y [{v, vn)* +

n=1

By induction, the same conclusion holds if we have an arbitrary finite set of
vectors in place of vyg.
With this lemma at hand, our next goal is to prove that, for f € H,

HfH'sz,p,q SC|:Z 1+‘)\‘) (25— 1p+1|f ’2+Z l—i—\,u\ (25— 1q+1‘f( )’2 _ (6.9)

A€A neM

First, we show this assuming that f € H,p 4. If smin(p,q) > 1, the point evalua-
tions are continuous functionals on the Hilbert space H; ) 4, therefore, there exist
vectors ¢, € Mg pq such that for all f € H, 4 we have f(x) = (f, ¢g). Similarly,
there exist vectors ¢¢ such that f(f) = (f,%¢). Then, inequality (6.1) says that
suitably normalized vectors oy, A € A’, and 1, p € M, satisfy assumption (6.6)
in Lemma 6.3. On the other hand, since H; ;4 C H, by Theorem1.3-UP, the sys-
tem {px}ren U{¥u}uenm is complete in Hp 4. Thus, by Lemma 6.3, this system
satisfies (6.7), which gives us (6.9) for f € Hpq-

Now, if f € H and the sums over A and M in (6.9) are finite, then the same
sums over A’ and M’ are finite as well (the sets A\ A and M\ M are finite,
and, for f € H, the point evaluations are bounded on the space and the Fourier
sides). Then, by Section 6.1, f € H;, 4, and we arrive at the already considered
case.

6.3. Upper frame bound. In this section we will show that, if the se-
quences A and M are p- and g¢-separated, respectively, then the converse to the
estimate (6.9) is also true. Our first step is the following extension of Lemma 3.2.

Claim 6.4. Let I' be a discrete set such that all gaps between consecutive
elements of it have lengths at least § for some 0 > 0. There exists an absolute
constant C > 0 such that for all @ > 1 and for all f € Hy we have

551y 12<0[ @) Pde+ 6% [ 16?17 |2d5]
Suorse|f /

Proof. If 8 = 1 then this follows from summing suitably scaled estimates from
the Lemma 3.2 on all the intervals between consecutive elements of I". For the
general case, we have
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/Wf@»?¢n+52/Maﬂf@w2:1/(1+<aa?ﬂf@n%ﬁ
R R R
s24&1+@mf@ﬁkwdgz2(@u&m%x+#ﬂéwﬁﬂﬂa2&).

Thus we need to multiply the constant C' by at most 2. O

Now, we assume that the set A is p-separated, that is, for all x € R\A, the
interval I C R\A containing x has length > ¢(1 + |2|)}"P. As in the previous
section, we fix F' € C§°(—1,1) with [, |[F(z)[*dz =1 and put F,(z) = F(z —v).
Applying Claim 6.4 with § = sq and 6 = ¢(1 + |v|)! 7P to the function fF,, and
multiplying both sides of the resulting inequality by (1 + |v|)?*P, we get

(L[] PH2 Y PP E(N)

A€A

2sp )12 212 de 2qs A*A 2 '
C{(Vr!“\) /R|f( ) [Fu(z)]"d +/R!§| [(f * Fu) (€))7 dg], (6.10)

where we used the fact that for x € supp F,,, (1 + |z|) is comparable to (1 + |v]).
Now, we will integrate this inequality over v € R. For the LHS we get

/u+w%““§ju J2IF, ()2 do,
AEA

which is comparable to

Do+ ANETIE ),

A€A

since again, for X € supp Fy,, (1 + |A|) is comparable to (1 + |v]).
For the first term on the RHS of (6.10), by a similar computation, we get
that its integral over v € R is comparable to

/u 2(1 4 [2])P de.

Finally, for the second term on the RHS, its integral is

| [iereiF e Boeracar= [ [ \FOPF@ES -+l dcan

<o [ LIFOPPmE (P + i) agan < € [ 1FOR(+ 1) de,

where in the first step, as before, we used the Plancherel theorem. Combining
everything, we see that the RHS of (6.10) is bounded by C||f][3,, > that is,

D (L4 AP F() P2

AEA
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is dominated by || f||7_[ , as required.
Similarly, if M is ¢- separated we can get that

7@ ) )2

neM

is dominated by |]f||%_[é bt
Together, the results of this and two previous sections give us Theorem 1.8.

7. Non-uniqueness pairs

Here, we prove the second part of Theorem 1.3, which claims that any sub-
critical pair (A, M) is a non-uniqueness pair for the Schwartz space S. As we
have already mentioned, we will prove slightly more:

Theorem 1.3-NUP. Any subcritical pair (A, M) is a non-uniqueness pair
for the Gelfand—Shilov space S(p,q), where p and q are the parameters from the
subcriticality assumption.

It is worth mentioning that this theorem holds under much weaker assump-
tions on the pair (A, M). We say that a sequence I' C C has a density with
respect to the order p if there exists a limit

D(T,p) = Tim ™).

r—oo 1P

Here and elsewhere, nr(r) = [I'NrD| denotes the counting function of the sequence
I". In Theorem 1.3-NUP it suffices to assume that the sets Ay = ANR4, M4 =
M NR4+ have densities

D(AJrvp)’D(A >p)

'Q\I\D’U\l\')

D(M-‘HQ)’ D(M—7 q)

and are p- and g¢-separated (in the sense of Definition 1.6). Such a version would
require the full strength of Levin’s theorem [15, Ch. II, Theorem 5].

7.1. Preliminaries.

Definition 7.1 (p-smooth sequences). Let p > 0 and let I' = (;) be a
sequence of points in C lying on a ray arg(y;) = 6, |yj| T co. We call the
sequence I' p-smooth with a positive density D = D(T",p) (with respect to the
exponent p) if

a) |np(r) — DrP| = O(1), r — oo;
b) there exists d > 0 such that |yj11] — |v;| > d(1+ |y )P, i =1,2,...
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Claim 7.2. Letp > 0, and let I' = () C Ry, 1 < 72 < ..., 75 T oo.
Suppose that
hm inf’}/é)il(’)/j+1 — ’}/j) > > 0. (71)
]_>OO
Then, for any D > 1/(pd), there exists a p-smooth supsequence I' D T with
density D, and [I"\ T'| = co.

Proof. First, we note that it suffices to prove the claim for p = 1. The general
case follows by applying the case p = 1 to the sequence (7;) ).

Split [0,400) into intervals of length 1/D < §. By our assumption, each
of these intervals, except maybe finitely many ones, contains at most one point
of the set I'. At the same time, there are infinitely many intervals which do
not contain points of I' (otherwise, liminf »~'nr(r) > D, while (7.1) yields that
limsupr~!nr(r) < 671). If the interval does not contain a point of I', we place a
new point at its center. O

In what follows, relying on Claim 7.2, we assume that p,q¢ > 1, % + % =1,
and add to each of the sets Ay = ANRy, My = M N R4 infinitely many points
so that the enlarged sets AL and M/, become p- and ¢-smooth and satisfy

2
D(A,—‘,—ap) = D(A,—ap) < ]

oS

Q

7.2. The main lemma. The proof of Theorem 1.3-NUP relies on the con-
struction of the sequences of entire functions (®y)xear and (¥,),enr that in-
terpolate the é-functions J) and d, and satisfy certain bounds uniformly with
respect to A and p.

Lemma 7.3. Letp > 1, g =p/(p—1). Let N C R, and let the sets A/, be
p-smooth with

2
D(,.p) = D(\-.p) <

Then, for any sufficiently small a > 0, there exist C < oo, a’ > a > a” > 0, and
a sequence of entire functions (Px)aear with the following properties

1, M=)\
Oy(N)={" ’ (7.2)
0, NeA\{\}
|Da(x)| < Cem Il +alll g e Ry (7.3)
1D, (€)] < Cem@l+alMl” ¢ e R, (7.4)

Note that simultaneously with the sequence (®))xcas the lemma also provides
us with the sequence of entire functions (V,),en such that

no_ Ly =pu,
%W)‘%,weMw@m (79
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[0, (8)] < Ce@lEl+alul? = ¢ ¢ R, (7.6)

0, (2)] < Cem@l=lPralul® 3 e R,

where ¥ denotes the inverse Fourier transform. We use bounds (7.3) and (7.6)
for the functions ® and ¥ with the same positive constant a” (otherwise, we take
the minimum of two constants). Similarly, we assume that the positive constant
a’ in (7.4) and in (7.7) is the same.

The proof of Lemma 7.3 relies on several notions and results pertaining to the
classical theory of entire functions, in particular, on the B. Ya. Levin estimates
for entire functions with regular zeroes.

We proceed with the proof of Theorem 1.3-NUP, assuming the existence of
the sequences (®y) and (¥,), and then will provide the proof of Lemma 7.3.

7.3. Free interpolation by Fourier pairs. We fix § < 1/(4C), where C
is a constant from estimates (7.3), (7.4), (7.6), and (7.7), and choose L so large

that
S @y S @l o
)‘EA/\[fL:L} MGM/\[fL’L]

Then, we set A7 = A"\ [-L, L], and M; = M’ \ [-L,L]. By B, we denote the
Banach space of pairs of fast decaying sequences

k=(a,8), a:AN; —-C, B:M;—C,

endowed with the weighted ¢! norm

Il %37 TNl + 3 (8 e

AeA, ueEM],

Lemma 7.4. For any sequence k € B, with a sufficiently small a > 0, there
exists an entire function f from the Gelfand—Shilov space S(p,q) that solves the
interpolation problem

{f()\) =a()), AeA,, 78)

Flp)=B(), neM,.

Remark 7.5. Note that there is no hope to solve such an interpolation problem
(even for the Schwartz function f) with the full set of nodes A’ U M’. Evident
obstacles are classical, as well as non-classical, Poisson summation formulas. It
is curious that removing only finitely many nodes from both sets, we get rid of
the hurdles.

This remark can be rephrased in terms of crystalline measures. Lemma 7.4
yields that the only locally finite measure of tempered growth supported on A’
such that its Fourier transform is a locally finite measure of tempered growth
supported on M’ is a zero measure. Since A\A" and M\ M’ are finite, by a simple
linear algebra argument we can conclude that the vector space of such measures,
but supported on A and M respectively, is finite-dimensional.
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7.4. Proof of Lemma 7.4. We will be using a convenient operator formal-
ism suggested by Adve [1] (in the arXiv version we used an equivalent iteration
scheme). By S, we denote the Banach space of functions from the Gelfand—Shilov
space S(p, q) satisfying

1£1lo = sup | f (x)|e"” +sup\f( el < oc.
zeR ¢eR

By T we denote the trace map f — (f

AL ﬂ M'L>' We fix a sufficiently small

positive a, take @’ > a > a” > 0 and sequences of entire functions (& A)/\e A
L

(\Il“)u enry, B8 in Lemma 7.3, and consider the linear map

Pir=(a,f)~ > aN0r+ > B(u)¥

XeA; peEM],

We claim that

A) P is a bounded operator from B, to Sg».

B) I -TP|s, 8, < &

This will readily yield Lemma 7.4. Indeed, by B), the operator TP = I —
(I — TP) is invertible on B, by the Neumann series, and, by A), the opera-
tor P(TP)~': B, — Sg» is bounded. Thus, given x € B,, the function f =
P(TP)~ 'k solves the interpolation problem (7.8).

Proof of A). Let f = Pk with k = (a, ) € B,. Then

@< > laWl@a@)]+ Y 18] Tu)]

AeA] HEMY
= C[ D la(le IR 4B 7 [5Gl I (by (7.3),(7.6))
AeA pEM],
< Clk)jge” " 12 (since a” < d’),

and, similarly, |f(£)| < O||&|lae="1€l". That is, | Pk||e» < C||k|la, proving A). [

Proof of B). Let k = (o, ) € B,. Then

[(I=TP)k](\) == > Bw¥.(\),  AeAp,

peEMp,
and R
(I—TP)] () == 3 a(NBx(n),  ne M
XeA)
We have

ST =TPR )] <0 37 [B(uleall” . 3 elama)AF

(7.7)
XeAT HEM] XeAT
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<Cs Z |B(p)] e (choice of L)

HEMY
< Oola < Snlla (€O )
~ KRllg > 1 Klla =7 .
Similarly,
3|~ TP)s] ()] e!” < fuﬁua
pneEM],
That is, ||[(I — TP)&||q < 3||£|la. proving B). O

7.5. Completing the proof of Theorem 1.3-NUP. To finish the proof of
the theorem, we consider sequences k = (a, ) with « vanishing on A\ [—L, L] and
B vanishing on M \ [—L, L]. Since the set A’\(AU[—L, L]) is infinite, Lemma 7.4
will provide us with an infinite-dimensional subspace of functions f € S(p, ¢) such
that f‘A\[—L,L] =0 and ﬂM\[_LM = 0. By a simple linear algebra argument, this
subspace contains non-zero functions f satisfying finitely many linear equations

{f()\) =0, AeAn[-L,IJ
]/”\(,u):(), peMN[-L, L]

This completes the proof of Theorem 1.3-NUP modulo the proof of Lemma 7.3.

7.6. Proof of Lemma 7.3 We will be using several notions and results
from the classical theory of entire functions, see Levin [15,16].
7.6.1. The class K.

Definition 7.6 (The class K,). A 27-periodic continuous function & belongs
to the class K, (p is a positive constant) if

n
k" —|—p2k = ijégj’
j=1

where dp is a unit point measure at 6, the masses m; are positive, and the
differential operator on the LHS is understood distributionally.

Formally the latter means that, for any 27-periodic C'*°-function ¢,

E( "+ p? m 7.9
/R/m " +pp) Z jo(0 (7.9)

We assume that the points 61,0z, ...,60,, € R/27Z are arranged counterclock-
wise and mention two simple facts concerning functions k € K.

(i) On each interval (6;,6;41), the function k is p-trigonometric, i.e.,

k(0) = a; cospb + b sin pf.
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(ii) The masses m; are equal to the jumps of the derivative of k, i.e.,
m; = k’(Qj + 0) — k/(aj — 0)
For the reader’s convenience, we sketch the proofs of these facts®.

(i) If the function k is C°°-smooth on (6;,6;11), then, taking an arbitrary
¢ € C§°(0),0;41) and integrating by parts twice on the LHS of (7.9), we
conclude that k" + p?k = 0 on (0;,0;11) and, therefore, k is p-trigonometric
therein. If k is only continuous, then we take a mollifier ¢ € C§°(—m, ) with
integral 1, put ¢»; = t(t-), apply the previous argument to the convolution
k * 1, conclude that k % 1; is p-trigonometric on (Hj + 7rt‘1,9j+1 — 7rt_1)
for each ¢, and then let ¢ — oo, noting that if a sequence of p-trigonometric
functions converges pointwise, then the limiting function is p-trigonometric
as well.

(ii) The integral on the LHS of (7.9) equals

Y 9j+1k Ve =S K (0; AU 0;
> (" +p*0) =Y (K(0;+0) — k' (6; — 0)(6))
j=1"9; j=1
(we integrated twice by parts and combined the terms that appeared with

opposite signs).

7.6.2. Entire functions with smooth sequences of zeroes. With each
function £ € K, we associate a class of k-smooth discrete sets in the plane.

Definition 7.7 (k-smooth sets). A discrete set of points
n .
z=2%, Zj="{z;=lusle®: (21},
j=1

is k-smooth, if it satisfies the following conditions:

(a) for each 1 < j < n, the set Z; is p-smooth on the ray {arg(z) = 6;} with
density D; = (2mp)~'m;, that is,

‘Zj N [O, Teiej]

= %rp-i-O(l), r — 00;

(b) the disks Dy ; = D(zej,d(1 + |z¢5))'77), £ > 1,1 < j < n, are disjoint for
some d > 0.

The following theorem is a very special case of Levin’s theorem [15, Ch. II,
Theorem 5.

®Functions from K, are p-trigonometrically convex [15, Ch.I, §16], [16, Lecture 8], and these
facts are special cases of the corresponding properties of p-trigonometrically convex functions.
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Theorem L. Let k € K,. Then, for any k-smooth set Z, there exists an
entire function S, whose zeroes are simple and coincide with Z, such that, for
every e > 0,

S(re®)| < CoekO+™  eperywhere in C, (I)

1S(rél?)| > c.e®O="  cperywhere in C \ U U Dy ;. (IT)
j=1¢>1

Note that estimate (II) yields the lower bound
1§/ (z2)| > coe®OD 20l (1)

To get it, one has to apply the minimum modulus principle to the harmonic
function log |S(z)/(z — 2¢,;)| in the disk Dy ;.

For the reader’s convenience, we will provide in Appendix a short self-
contained proof of Theorem L, which does not use the machinery developed
in [15, Ch. II].

7.6.3. Choice of the functions k,(¢). We will apply Theorem L to a
special family of functions k, € K,. These functions will possess the following
properties:

a) they are symmetric with respect to = 0 and 6 = £7, that is, k,(—0) =

kp(8), and ky(m — |0]) = kp(9) for —m < 6 < m;

b) k,(0) = kp(£m) < 0;
c) the functions k, are increasing and p-trigonometric on [0, %]

For 1 < p <2, we set

3

kp(8) = asinpf — fcospfd, 0<60< —, (7.10)

3 o

with «, 8 > 0, and then extend it to the whole interval [—7, 71| using the symme-

tries and letting

kp(m = 0) = kp(=7m +0) = ky(=0) = kp(0), 0<6<

To keep the jumps of k" at § = +7/2 positive, we require that k,(7/2 —0) <0,
that is, for 1 < p < 2, f < a|cot(mp/2)| (for p = 2, this requirement is void).
For p > 2, we let p = 2"p/ withn € N and 1 < p’ < 2, and define k,(0) =
ky (2"0). Note that relation (7.10) continues to hold for 0 < 6 < m/(2p).
To adjust the function k, to the densities D(A/,,p), we choose o < 1 so that

20
and let a = 2wo/p. Then,
20
Ky (+0) — kp(—0) = k(£m + 0) — k,(£7 — 0) = 2ap = 27p - e 2mpD(Ay, p),

which will be needed momentarily for the application of Levin’s theorem. The
small parameter § in the definition of the function k, will be fixed a bit later.
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7.6.4. The entire function ®. We apply Theorem L with the function k,
and a set Z D A'.

We enlarge A’, adding to it p-smooth sets lying on the rays corresponding to
discontinuities of k; different from # = 0 and § = +7, and choosing their densities
according to the jumps of k:;7 at these discontinuities, so that the new set Z meets
conditions (a) and (b) from the definition of the k-smooth set. Then Theorem L
provides us with an entire function ® with simple zeroes at Z, such that for every
e >0,

1B (re?)| < C.e® O+ eyerywhere in C,

and
BN > e BHN N e A,

where f = —k,(0) = —k,(£n).

7.6.5. Decay of the Fourier transform. The next step is to estimate the
decay of the Fourier transform of the function F(z) = ®(z)/(z — A), uniformly
in A € A’. First, we claim that, for every € > 0,

|Fx(re?)| < Celr (4" oyerywhere in C. (7.11)

Clearly, this bound holds in {z: [Im(z)| > 1}. Then, by the Phragmén-Lindel6f
theorem, it also holds in the strip {z: |Im(z)| < 1} (recall that the entire function
F), has finite order of growth).

Shifting the integration line in the definition of the Fourier transform F \, We
get

~

Fy\(€) = /RF,\(JJ—Hy)eQWif(“iy) dz,

with any y € R. The shift is justified since the function k,(#) stays negative in
the angles {|6| < ¢} and {|m — 0| < ¢} with some § > 0, and therefore, |F(z)]
decays in these angles like e~“*[". Thus, for every € > 0,

[FA(€)] < Ce inf sup |[Fy(z + iy) el 27, (7.12)
YER 2R

We will choose y satisfying £ -y < 0, so that the last factor in (7.12) is always
—2m[¢] [yl
e .

Letting z + iy = re'? and taking into account estimate (7.11), in order to
proceed, we need to bound the expression (k,(6)+2¢)r? for —m < 6 < 7. Because
of the symmetries of k,, we can restrict ourselves to the region 0 < 6 < /2.

Claim 7.8. For all s € (04,1), there exists bo(s) such that, for all § € [0, %]
and all b > by(s), we have

kp(0) < 27Tb; sin® 0, (7.13)

provided that
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Proof. Choose 6y € (O, (2p)*17r) so that scosply = o9. Note that, for <
0 < m/2, the inequality holds since, increasing b, we unboundedly increase the
minimum of the RHS of (7.13), while the LHS of (7.13) stays bounded.

For 0 < 6 < 6y, we have k,(6) = 271;" sin @ — B cos ), so we need to show that

2 bP
e sinpf < [ cos pf + 2m— sin? 6,
p p

or (substituting the value of ) that
b~ bP
g sinpf < s— cospfh + — sin® 4.
p q p

Then, since cos pf > cos pby, it suffices to show that
o b~ bP
—sinpl < 09— + —sin? 0.
p q p

By the Young inequality, the RHS is not less than o sin 8, while, by the concavity

of the sine function on [ , 2} for p > 1, sinpf < psin@ everywhere on ((), 27; ]

This proves estimate (7.13) in the range 0 < 6 < y. For § = 0, the estimate
holds because k,(0) < 0. O

From now on, we fix s € (09,1), and let § = 27wsb~9/q, with some b > by(s)
to be specified later. Then, by the claim,

bP
kp(8) + 2e < 2m— sin” 6.
p

Note that € > 0 can be chosen independent of § by continuity of the functions k),
and sine. Hence,

b
wam+zaﬂ—2ﬂawm§zw[pww—mwy@.
Thus, for = + iy = rel?,
P (2 -+ i) 2 =27IEl] < (o elhp @)+ lainl? +elelr—2r el

< CelkpO+2e)|atiylP=2mlE]lyl < o 2m[bPlylP/p=IEllyl],

Minimizing the exponent on the RHS, we choose

= (K

bP b
2m [!y\” - &l \yl] = —2r—[¢[%,
p q

Then,

and therefore, ~
|FA(6)] < Cle P, EER, Ae N,

with
b4
B, = 27‘['7 =
q

@ |®
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7.6.6. Completing the proof of Lemma 7.3. It remains to let

o) R(2)
FNGE-N) @)

1, M=
%M”:%,XGN\Q}

Furthermore, for every ¢ > 0, we have

Pr(2) = Ae N,

Evidently,

@y (2)] < Cee”BoRPHBHIN 0 c R X e N,
and R ,
|PA(E)| < Coem SEIFBFERT e e R N e N

At last, given sufficiently small a > 0, we choose 3 so that 8 < a < /s
(recall that we can choose (3 as small, as we please, choosing the parameter b in
Claim 7.8 sufficiently large), and then choose ¢ < min(a — 3, 3). Letting o’ =
B/s and @’ = 8 — &, we obtain the needed upper bounds:

1B, (z)| < Ce™ BaelPHBHINT — Ce=a”lelP+alA? o c R X e A,
and
B (6)] < Ce SEITHB+HNT _ o=d'[€l+alAP EER, Ae N,
thus completing the proof of Lemma 7.3.

A. Proof of Theorem L

A.1. Brelot—-Hadamard representation of the function K. Consider
the function K(re?) = k(0)rP, where k is a function from the class K,, which
is p-trigonometric outside the points {#;}, 1 < j < n. As before, we assume
that these points are arranged counterclockwise. The function K is a continuous
subharmonic function in C with the Riesz measure

1 1 «
/’L 27T 27Tp;mj 9]® (71 )7

where m; = k'(6; + 0) — k/(#; — 0) > 0 are the jumps of k. That is, for any
compactly supported smooth test function f, we have®

/CKAf = ;mj/o f(re®yrP~Ldr.

In particular, the function K is harmonic in each angle {0; < arg(z) < 6;11}. In
addition, if p is a positive integer, then

> mje P = 0. (A1)

5To verify this, one can apply Green’s formula to K and f in the truncated sectors Q, r; =
{relez p<r<R,0; <0< 0j+1} with sufficiently large R, add the results, and then let p — 0.
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To see this, one can apply integration by parts in each interval (6;,60;41) to the
functions k(#) and e~? and add the results up.
Set pr = Lpmp. Let

Es(w) = (1 — w)ewtw?/2t+w’/s ¢ e N,

be the Weierstrass factor, and let Hs(w) = log |Es(w)|. Choose s < p < s+ 1 and
set

Un(z) = / Ha(2/¢) dpir(0).

This is a subharmonic function with AUr = (27)'ug (where the Laplacian is
understood in the sense of distributions).

Lemma A.1 (A special case of the Brelot—-Hadamard theorem).

1. We have Ur(z) < C|z|P, z € C, uniformly in R > 1.
2. The family Ur converges as R — 0o, and

{K(z>, p¢N,

lim U =
i, Ur(2) K(z) + Re(czP), peN,

R—o00

locally uniformly in C.

For the reader’s convenience, we outline the proof of this lemma, which follows
the proof of the Hadamard representation of entire functions of finite order of
growth.

Proof of Lemma A.1. In order to prove the first statement, we fix z # 0, write

U zZ) = Hs zZ d 9
2(2) ( /|< ot /MM) (2/¢) dur(¢)

and estimate each of the integrals starting with the second one. For |w| < %, we

have

,ws+1

s+1

00 s+2 —s—2
2p=s
/ (|Z|) trldt = ———|zf",
2|z| t S+2—p

the O-term presents no trouble. The same can be said about — Rew’™1/(s + 1)
if s +1 > p, that is, if p is non-integer.
If p is a positive integer and s + 1 = p, observing that by (A.1),

Hs(w) = —Re

+ O(|w]*?).

Since

/ ¢(Pdur(¢) =0, forall0< R < oo,
I<I>2l2|

we see that the term — Rew*™! /(s + 1) has no influence at all.
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It remains to crudely estimate the integrals over || < 2|z|:

2|7 P ) 2|7 |2|
/ log‘l—f‘tp_ dtg/ log <1+) =1 qe
0 t 0 t

2 1
= |z|P / log (1 + > P~ de
0 ¢
22| || J 2 A
/ <t> tPldt = |z|p/ tPITIdE, 1< <s<p.
0 0

Thus, we have our growth bound.

Similar estimates show that Ug,(z) — Ug, (2) tends to zero locally uniformly
in z, as Ry > Ry and R; — oo, which proves the locally uniform convergence of
Ur(z) as R — oo. The limiting function U is continuous and, for every f € C§°,

Juar=tm [veas= tw [ faue= [ fdu

that is, AU = p in the sense of distributions. Thus, A(U — K) = 0 in the sense
of distributions and, by the classical Weyl lemma, the function H = U — K is
harmonic. Since it is bounded from above by C|z|P everywhere in C, by a version
of the Liouville theorem, H(z) vanishes identically when p is non-integer, and
H(z) = Re(czP) when p is a positive integer”. O

and

A.2. Construction of the entire function S. Now we switch from the
continuous measure p to the discrete measure n = ZCEZ d¢, where Z is a k-
smooth set of points. We assume that 0 ¢ Z (otherwise, we construct S for the
set Z \ {0} as below, and take the function z5).

We will again denote ng = 1ppn and let s be an integer such that s < p <

s+ 1. Set
Sr(z)= ][] Es (2) ;

CEZNRD

log 1Se(2) = [ H. (C) dn(©).

The functions Sk are entire and their zero sets coincide with Z N RD. We want
to show that they also converge uniformly on compact sets and that log |Sg| does
not differ from Ug too much.

Then

"Indeed, since H is a real part of some entire function, for z = re'?, we have a representation

H(Z) :ZTjHj(g), H](G) = Qy COSj@-FB]' Sinj@.
Jj=0
Since U and K vanish at the origin, Ho = H(0) = 0. Then C7" =" -, 7 H;(0) > 0. Let M; =
maxg H;(6). Multiplying the latter inequality by M) — Hy(f) and integrating over 6, we see
that CMyr? — r¥||Hg||3 > 0, i.e., ||Hkl|3 < CMyr?™*, for all k > 1 and all 7 > 0. Letting r —
0, we see that Hy = 0 for all k < p, while letting » — oo, we see that Hy = 0 for all k& > p.
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For non-integer values of p, the convergence follows from the estimate
s+1 1
E,(w) = 1+ 0w, Ju] < 5,

combined with convergence of the series ZCE 7 1¢ |7t for any t > p, in particular,

fort=s+1.
When p is an integer, we have s + 1 = p,

l\.’)\)—l

Y4
Emwzl—%ﬁ4mwﬁw,|\s

Denote by n; the counting measure of the portion of Z lying on the ray arg(¢) =
6;, and let vj(r) = n;(rD) — %rp . Denoting by € complex-valued constants, we
have, for R > 1,

_ dv;(
Z Cp Z " /1R 7j"p

CEZNRD

Integrating by parts, and using that, by k-smoothness of Z, |v;(t)| = O(1) on Ry,
we see that the RHS equals Q1 + O(R™P) as R — oo, which proves the existence
of the limit of Sg(z).

It remains to show that the difference of the functions Vi = log |Sg| and Ug
is close to a harmonic polynomial of degree at most p. We have

(Ur — VR)( Z /[0 . ( )dyj(t)

We consider the contribution of the positive semi-axis, the contribution of other
rays is treated similarly. Dropping the index j, we have

= H; <%) V(R)/ORV(t)Re <tiz 1) dthe(zk)/oR tk(ﬁ "

The first term on the RHS tends to zero as R — oo locally uniformly in z and
can be discarded. Since v(t) = —ct? near the origin and is bounded near infinity,
the coeflicients

/ vt rde, 1<k <s,
0

are convergent integrals, i.e., the third term on the RHS converges to the real
part of a polynomial of degree s, as R — oco. It remains to bound
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Let A1 be the smallest absolute value of the points from Z lying on the positive
ray. Then, for |z| > 1 + A1, the integral we are estimating is bounded by

/””dﬁu H /Q'ZdM/Q'Z' dt +/°° CIpY
C — 1% — .
o t At 1 =2l Sy =2t

The third integral needs a little care. Let z = x +iy. For x < 0 < ¢, we have [t —

2|7t <t~ and therefore, 12"2' % <log?2 + log|z|. For x > 0, we have

22l Q¢ max(z—[y[,1)  q¢ z+yl q¢ 2zl gt
I A
o t=2 TN r=t " Joopy Wl Josy t—x

27l g 1
32/ f+2:210g]z]+210gﬂ+2log2+2.
lyl S Yy

Hence,

/Al & dt + ||v|| /2|Z dt+/2Z| dt +/OO 2 g
C — 1% —
o ¢ Nt 1 [tz Sy It =2t

1
§C[1+10g!z|+log<1+y|>}

Correcting the functions Sg by e, where P is a polynomial of degree at most
p, independent of R, we get the limiting entire function S with the zero set Z
satisfying

|log|S(2)| — K(z)| <C [log(Q +|z|) + log (1 + d(lz)>] , (A.2)
where d(z) is the distance from z to the union of our rays.

Now choose some big power 7 > p and consider a point z, |z| > 1, with
d(z) < |z|77 (if d(z) > |z|77, then (A.2) directly yields the needed bounds of
S). Without loss of generality, we may assume that the nearest ray to z is the
positive real semi-axis. Consider the disk D centered at z of radius p = 2|2|7".
Since K (re'?) = k(6)rP with a Lipschitz function k, and 7 > p, we have

sup {|K (') — K(2)|: 2 ¢ D} =0(1), zeC. (A.3)

By subharmonicity of log | 5],

log |S(z)] < 1/7r log |S(z + pe'?)| o

™ —T
17r/ K (2 + pel’) do

2
21 J_x
e 1/”10 L) 40+ 1og(1 + |2))
21 J_ . & d(z + pe'?) & ?
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< K(z)+ Clog(1+ |z]).
(A.3)

This gives us estimate (I) is Theorem L.

Furthermore, if this disk has no zeroes of S in it, then

1 (7 ;
log |S(z)| = 277/ log |S(z + pel?)| do

1 (7 -
— K(z + pel?)do

2 J_,
- C[i /7r log(l + ;)dﬁ +log(1 + |2|)
27 d(z + pe'?)

—T

> K(2) = Clog(1+ |2])

v

holds as well, which yields estimate (II).
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€aunicTh i HeeauHicTh Tap Pyp’e
Aleksei Kulikov, Fedor Nazarov, and Mikhail Sodin

MorusoBani nHemasaiMu pobotamu Pagaenka i B’s30BcbKoi, a Takoxk Pa-
Moca i Coy3m, MU 3HAXOJMMO YMOBHU Ha TAPHU JIUCKPETHUX MHOXKWH Ha JIiii-
CHIiif OCi JocTaTHi 711 € TUHOCTI X map s nepersoperts Pyp’e. i ymoBu
OJIM3bKi OJHA 110 OJHOI. Pe3ybTaT mpo €IuHICTh MOXKe OYTH IMOCUJIEHU 10
IHTepHOJISIIiHOT (bOpMy/IH, sika B CBOIO Yepry ja€ Oararo MPUKJIAIIB JIMC-
KPeTHHUX Mip 3 auckpeTrHuM meperBoperusym Dyp’e.

Kimrouosi cioBa: enunicts, napu @yp’e, intepnossitis Pyp’e
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