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The Marchenko method is developed in the inverse scattering problem
for a linear system of first-order differential equations containing potentials
proportional to the spectral parameter. The corresponding Marchenko sys-
tem of integral equations is derived in such a way that the method can be
applied to some other linear systems for which a Marchenko method is not
yet available. It is shown how the potentials and the Jost solutions to the
linear system are constructed from the solution to the Marchenko system.
The bound-state information for the linear system with any number of bound
states and any multiplicities is described in terms of a pair of constant matrix
triplets. When the potentials in the linear system are reflectionless, some
explicit solution formulas are presented in closed form for the potentials and
for the Jost solutions to the linear system. The theory is illustrated with
some explicit examples.
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1. Introduction

Our main goal in this paper is to develop the Marchenko method for the linear
system of ordinary differential equations
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where z is the spacial coordinate, { is the spectral parameter, the scalar functions
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q and r are some complex-valued potentials, and the column vector [
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wavefunction depending on x and {. We assume that the potentials g and r belong
to the Schwartz class, i.e. the class of functions of x on the real axis R for which
the derivatives of all orders exist and all those derivatives decay faster than any
negative power of x as x — 4o00. Even though our results hold for potentials
satisfying weaker restrictions, in order to provide insight into the development of
the Marchenko method, for simplicity and clarity we assume that the potentials
belong to the Schwartz class.

The linear system (1.1), when the potentials ¢ and r depend also on the
additional parameter t, is associated with the first-order system of nonlinear
partial differential equations given by

Gt + Qea — 1(qrq)z = 0,
r€eR, t>0, (1.2)

iry — Tog — i(rqr)y, =0,

where the subscripts denote the appropriate partial derivatives. The nonlinear
system (1.2) is known [1,3,25,33] as the derivative NLS (nonlinear Schrédinger)
system or as the Kaup—Newell system. The derivative NLS equations have im-
portant physical applications in plasma physics, propagation of hydromagnetic
waves traveling in a magnetic field, and transmission of ultra short nonlinear
pulses in optical fibers [1,25]. Hence, the study of (1.1) is physically relevant,
and the development of the Marchenko method for (1.1) is significant. We remark
that our concentration in this paper is not on integrable nonlinear systems such
as (1.2) but rather on the linear system (1.1). We refer the reader to [10] for
the use of the Marchenko method to solve the initial value problem for (1.2) via
the inverse scattering transform method [24] and also for some explicit solution
formulas for (1.2).

We present our Marchenko method for (1.1) in such a way that the method can
be applied on other linear systems and also on their discrete versions. We have
already developed [9] the Marchenko method for the discrete analog of the linear
system (1.1), and hence our emphasis in this paper is the development of the
Marchenko method for the linear system (1.1) of ordinary differential equations.

A linear system of differential equations such as (1.1), which contains the
spectral parameter ¢ and some potentials that are functions of the spacial variable
x with sufficiently fast decay at infinity, yields a scattering scenario. We associate
the potentials in the linear system to an appropriate scattering data set, which
consists of some scattering coefficients that are functions of the spectral parameter
¢ and the bound-state information related to the values of the spectral parameter
at which the linear system has square-integrable solutions. The direct scattering
problem for (1.1) consists of the determination of the scattering data set when the
potentials ¢ and r are known. On the other hand, the inverse scattering problem
for (1.1) consists of the determination of the potentials when the scattering data
set is known.

One of the most effective methods in the solution to an inverse scattering
problem is the Marchenko method, originally developed by Vladimir Marchenko
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[4,28] for the half-line Schrédinger equation
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The Marchenko method was later extended by Faddeev [23] to solve the inverse

scattering problem for the full-line Schrodinger equation

d?
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In the Marchenko method, the potential is recovered from the solution to a linear
integral equation, usually called the Marchenko equation, where the kernel and
the nonhomogeneous term are constructed from the scattering data set with the
help of a Fourier transformation. The Marchenko equation for (1.3) has the form

oo
K@)+ Qe+ + [ K@+ =0 o<y (14
€T
if the scattering data set is related to the measurements at x = 400, and the
corresponding Marchenko equation has the form

K(:L‘,y)—I-Q(:E—l—y)%-/_m dzf((x,z)fl(z+y):0, y <, (1.5)

if the scattering data set is related to the measurements at x = —oo. The integral
kernels and the nonhomogeneous terms in (1.4) and (1.5) are constructed from
the corresponding scattering data sets, and the potential V' is obtained from the
solution K (z,y) to (1.4) as

9 dK (z,x)

V(z) = o

(1.6)
where K (x, ) denotes the limiting value K (x,z™), or it is constructed from the
solution K (z,y) to (1.5) as

:2dl~((x,x)

Vi) =22,

where K (z, ) denotes the limiting value K (z,z~).

The Marchenko method is applicable to various other differential equations
as well as systems of differential equations. For example, when applied to the
AKNS system [1, 2]

a €] [-ir u@)][¢
T —

the corresponding Marchenko integral equation still has the form given in (1.4),
except that K(x,y) and Q(z + y) are now 2 x 2 matrices. The nonhomogeneous
term and the kernel are constructed from the scattering data set in a similar
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manner as done for (1.3), and the two potentials v and v in (1.7) are recovered
from the solution to the relevant Marchenko equation by using a slight variation
of (1.6), i.e.

u(z) =-2[1 0] K(z,) m , v(x)=-2[0 1] K(z,z) [(1)] ,

where K (z, ) is the 2 x 2 matrix K(z,2z") with [I 0] and [0 1] denoting the

1
corresponding row vectors and [O] and [ﬂ denoting the corresponding column

vectors.

The Marchenko method is also applicable to various inverse scattering prob-
lems for linear difference equations such as the discrete Schrodinger equation on
the half-line lattice given by

- ¢n+1 + 2¢n - ¢n71 + Vn @Z)n = )\’ana n Z 1’ (1-8)

where X is the spectral parameter and the quantities 1, and V,, denote the values
of the wavefunction and the potential, respectively, at the lattice location n.
Assuming that V}, is real valued and ) | nV,, is finite, we can supplement (1.8)
with the Dirichlet boundary condition ¢y = 0 and obtain the discrete Schrédinger
operator on a half-line lattice. In this case, the corresponding Marchenko equation
has the discrete form given by

o0
Kom + Qim + Y KnjQjim =0, 0<n<m. (1.9)
j=n+1

The nonhomogeneous term and the kernel are still constructed from the corre-
sponding scattering data set, and the potential value V,, is recovered [13] from
the double-indexed solution K, to (1.9) via

Vo = K(n—l)n - Kn(n—i—l)a n=>1,

with the understanding that Ky; = 0.

There are still many other inverse scattering problems described by various
differential or difference equations, or system of differential or difference equa-
tions, for which a Marchenko method is not yet available, and (1.1) is one of
them. In this paper, we develop the Marchenko method for (1.1) and present
the corresponding matrix-valued Marchenko integral equation in (4.40). We note
that (4.40) resembles (1.4), but the integral kernel in (4.40) slightly differs from
that in (1.4). In (4.58) and (4.59), we present the recovery of the potentials ¢
and r from the solution to (4.40).

The main result presented in this paper, i.e. the derivation of the Marchenko
system for (1.1) and the recovery of the potentials ¢ and r from the solution to
that Marchenko system, is significant because not only it extends the powerful
Marchenko method to (1.1) but it also provides a procedure that can be applied
to various other inverse problems.
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In our extension of the Marchenko method to solve the inverse scattering
problem for (1.1), we use the following guidelines in order to refer to the extension
still as the Marchenko method. First, the derived Marchenko system should
resemble (1.4), where the nonhomogeneous term and the kernel should both be
obtained from the scattering data for (1.1) with the help of a Fourier transform,
but by allowing some minor modifications. Next, the potentials in (1.1) should
be readily obtained from the solution to the derived Marchenko system, but by
allowing some appropriate modifications. Some similar guidelines can also be used
to establish a Marchenko method for other differential and difference equations,
or systems of differential and difference equations.

Let us remark that, in the literature related to the inverse scattering trans-
form method [1,3,19,24,26,32] used to solve integrable nonlinear evolution equa-
tions, some authors refer to the Marchenko equation as the Gel’fand-Levitan—
Marchenko equation, but this is a misnomer [20,22,30]. The Gel'fand-Levitan
integral equation [12,15,20,23,27,29,31] is different from the Marchenko integral
equation. The standard Gel'fand-Levitan equation has the form

A(z,y) + G(x,y) +/ dz A(z,2)G(z,y) =0, 0<y<uz, (1.10)
0

where G(z,y) appearing in the kernel and the nonhomogeneous term. We note
that that the integral limits in the Marchenko equation (1.4) are x and oo,
whereas the integral limits in the Gel’fand-Levitan equation (1.10) are 0 and z.
The main difference between the two methods is that the kernel and the non-
homogeneous term in the Gel'fand-Levitan equation are constructed from the
corresponding spectral measure, whereas in the Marchenko integral equation the
kernel and the nonhomogeneous term are constructed from the corresponding
scattering data.

Our paper is organized as follows. In Section 2 we provide the preliminaries
by introducing the Jost solutions and the scattering coefficients for the linear
system (1.1), and we present their relevant properties needed in the development
of our Marchenko method. In Section 3 we introduce the relevant information on
the bound states for (1.1), and we show that the bound-state information can be
presented in a simple and elegant way for any number of bound states and for
any multiplicities, and this is done by using a pair of constant matrix triplets. In
Section 4 we present the matrix-valued Marchenko system for (1.1), where the
input to the Marchenko system consists of a pair of reflection coefficients and
the bound-state information. We also show that the Marchenko system can be
written in an equivalent but uncoupled format, and we describe how the potentials
and the Jost solutions are obtained from the solution to the Marchenko system. In
Section 5, when the reflection coefficients are zero, with the general bound-state
information expressed in terms of a pair of matrix triplets, we obtain the closed-
form solution to the Marchenko system. This allows us to present some explicit
solution formulas for the potentials and the Jost solutions for (1.1) expressed
in closed form in terms of our matrix triplets. In Section 5, we also prove a
relevant restriction on the bound states for (1.1) when the potentials ¢ and r are
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reflectionless; namely, we prove that the bound-state poles of the corresponding
transmission coefficients must be equally distributed in the four quadrants of the
complex (-plane. The same restriction also holds for the AKNS system (1.7), i.e.
in the reflectionless case the bound-state poles of the corresponding transmission
coefficients must be equally distributed in the upper and lower halves of the
complex A-plane. Finally, in Section 6, we illustrate the theory developed in
the earlier sections, and in particular we provide some examples of potentials
and Jost solutions for (1.1) in terms of elementary functions when the sizes of
our matrix triplets are small. We remark that some unorthodox choices for the
norming constants in the bound-state data set result in some explicit examples
of potentials that are periodic or that have nonzero asymptotics at infinity.

2. Preliminaries

In this section, in order to prepare for the derivation of the Marchenko system
for (1.1), we introduce the Jost solutions and the scattering coefficients for (1.1)
and present their relevant properties. We use the notation of [8] and rely some
of the results presented there.

We let ¥(¢, x), ¥(¢, ), ¢((,x), (¢, x) denote the four Jost solutions to (1.1)

satisfying the respective spacial asymptotics

()= o) ] T — +00, (2.1)
7 [1+o(1)]

_ [e=iC* 11 + o(1

P(¢, ) = 0[(;; ()] , T — +o00, (2.2)
:e*ic% 1+0o(1

o, x) = ()[(1;_ ()] , T — —00, (2.3)

o, x)=| ) o) , T — —00. (2.4)
_e’C 114 o(1)]

We remark that the overbar does not denote complex conjugation.

There are six scattering coefficients associated with (1.1), i.e. the transmission
coefficients T'(¢) and T(¢), the right reflection coefficients R(¢) and R(¢), and
the left reflection coefficients L(¢) and L(¢). Because the trace of the coefficient
matrix in (1.1) is zero, the transmission coefficients from the left and from the
right are equal to each other, and hence we do not need to make a distinction
between the left and right transmission coefficients. The six scattering coefficients
can be defined in terms of the spacial asymptotics of the Jost solutions given by

L(C) —iC%x
—Le 1+ o(1)]
P(¢,x) = ) , T — —00, (2.5)

e
TG € ot



The Generalized Marchenko Method

(L iy 4oy

Gh

L@ ey,
|7
L iz o]
. 0 [1+o0(1)]

| RO ey oy |
L T(C) |

(RO iy o o)
© [1+o(1)]

xr — +00, (2.7)
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In order to present the relevant properties of the Jost solutions, we use the
subscripts 1 and 2 to denote their first and second components, respectively, i.e.

x — +o0. (2.8)

we let
w1<<7x) 1;1(4-7'%) -
= , L), _ = y L), 2.9
¢1(C51“) Gf;l(fal“) -
= , ), _ = , ). 2.10

We recall that the Wronskian of any two column-vector solutions to (1.1) is
defined as the determinant of the 2 x 2 matrix formed from those columns. For
example, the Wronskian of ¥({, z) and ¢((,x) is given by

Y1 ¢1

[; 9] == by b

. (2.11)

Due to the fact that the coefficient matrix in (1.1) has the zero trace, the value of
the Wronskian of any two solutions to (1.1) is independent of z, and hence the six
scattering coefficients appearing in (2.5)—(2.8) can equivalently be expressed [8]
in terms of Wronskians of the Jost solutions as

O peaecar 9T peoacar 212
_ [o(¢ 2); ¥(¢, )] . [P(C, 2); (¢, )]
O=Beoecar MO ool 219
— [¢(C7‘r)7¢3(47$)] T [(b(CJx)le}(Cax)]
HO= cavcar 197 e ar 21
We relate the spectral parameter ¢ appearing in (1.1) to the parameter A in

(1.7) as
A=¢2 =V (2.15)
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with the square root denoting the principal branch of the complex-valued square-
root function. We use CT and C~ for the upper-half and lower-half, respectively,
of the complex plane C, and we let C+ := C* UR and C— := C~ UR.

It is possible to connect (1.1) to the AKNS system (1.7) by using (2.15) and
by choosing the potentials v and v in terms of the potentials ¢ and r as

u(z) = g(z) E(x) %, (2.16)

o(a) = [—; Y@+ S a(e) r<x>2] (). (2.17)

where the prime denotes the derivative and the quantity E(z) is defined as

; x
E(x):=exp <Z/ dz q(z)r(z)) . (2.18)
2 )
Since the potentials ¢ and r are complex valued, we remark that in general F(x)
does not have the unit modulus. From (2.18) it follows that

E(—c0) =1, E(+00)=e™/?,

where we have defined the complex constant u as

W= /00 dzq(z) r(z). (2.19)

—00

Besides (1.7), it is possible to relate (1.1) to another AKNS system given by

d |7 —iX p(x)| |v
1[2 ) v e

by choosing the potentials p and s in terms of ¢ and r as

= [; q(z)? T(x)} E(x)72, (2.21)
— r(x) (2.22)

Let us remark that it is possible to analyze the direct and inverse scattering
problems for (1.1) without relating (1.1) to the AKNS systems (1.7) or (2.20).
As done for (1.3) [20,23,27,29], this can be accomplished for (1.1) by first deter-
mining the integral relations satisfied by the four Jost solutions to (1.1), where
those integral relations are obtained by combining (1.1) and the asymptotic con-
ditions (2.1)—(2.4). Using those integral relations, one can express the scattering
coefficients for (1.1) in terms of certain integrals involving the potentials ¢ and
r. The relevant properties of the scattering coefficients can be determined from
those integral relations. In a similar manner, the small and large (-asymptotics of
the scattering coefficients, the bound states, and the inverse scattering problem
for (1.1) can all be analyzed without relating (1.1) to (1.7) or (2.20). On the
other hand, the analysis of the direct and inverse scattering problems for (1.1),
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by relating (1.1) to (1.7) or (2.20), brings some physical insight and intuition
because the analysis of those two problems for an AKNS system is better under-
stood. Note that (1.1) differs from the AKNS systems (1.7) or (2.20) because
the off-diagonal entries of the coefficient matrix in (1.1) contain the potentials
as multiplied by the spectral parameter (. This complicates the analysis of the
direct and inverse scattering problems for (1.1). On the other hand, the three
linear systems (1.1), (1.7), and (2.20) can all be viewed as some perturbations of
the first-order unperturbed system

4 | —ix 0] [a
— |, = o, T€R,
dx 3 0 Al |3

and this helps us to understand the connections among (1.1), (1.7), and (2.20).

In the next theorem we provide the relations among the Jost solutions to
(1.1), (1.7), and (2.20), respectively, when (2.15)—(2.17), (2.21), (2.22) hold. We
omit the proof and refer the reader to Theorems 3.1 and 3.2 of [8].

Theorem 2.1. Suppose that the potentials q and r in (1.1) belong to the
Schwartz class. Let E denote the quantity E(x) defined in (2.18), and u be the
complex constant defined in (2.19). Further, assume that the spectral parameter
¢ is related to the parameter A as in (2.15). We have the following:

(a) The linear system (1.1) can be transformed into the AKNS system (1.7),
where the potential pair (u,v) is related to the potential pair (q,r) as in (2.16)
and (2.17). It follows that the potentials u and v also belong to the Schwartz
class. The four Jost solutions to (1.1) appearing in (2.1)—~(2.4), respectively,
and the four Jost solutions p(?), p(wv) pwv) - gwv) 1o (1.7), satisfying
the corresponding asymptotics in (2.1)—(2.4), respectively, are related to each
other as

Y(Cm) = et ), (2.23)
ir(x)E E
E 0
- ! . 7 (u)
V(¢ z)=e |:2\Z/Xr(x)E \%El P (A, @), (2:24)
[ E 0
o(Cx)=| 4 wp L S\, 2), (2.25)

oG x) = |4 (). (2.26)

(b) The system (1.1) can be transformed into the system (2.20), where the po-
tential pair (p,s) is related to (q,r) as in (2.21) and (2.22). It follows that
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the potentials p and s belong to the Schwartz class. The four Jost solutions
to (1.1) and the four Jost solutions 1Ps), p®s) 43  §@5) 1o (2.20), sat-
isfying the corresponding asymptotics in (2.1)—(2.4), respectively, are related
to each other as

e _y@wE!
W)= [ VAT 2N WeONE),  (227)
0 E-1
L -1
B(C,x) = e 2 b 2\;(95)151 PP (N, 2), (2.28)
0 NE-
S »
o(C,x) = E 2;(9”)? dPI(\, ), (2.29)
K \NE~
M1 7
—FE - E~!
(¢, z)= | VA 2ﬁq($) PP (N, ). (2.30)
0 E-1

Next, we present the relevant analyticity and symmetry properties of the Jost

solutions to (1.1), which are needed to establish the Marchenko method for (1.1).

Theorem 2.2. Let the potentials ¢ and r in (1.1) belong to the Schwartz

class. Assume that the spectral parameter  is related to the parameter A as in
(2.15). Then, we have the following:

(a)

For each fized x € R, the Jost solutions ((,x) and ¢(¢,x) to (1.1) are
analytic in the first and third quadrants in the complex (-plane and are con-
tinuous in the closures of those regions. Similarly, the Jost solutions ¥ (¢, x)
and ¢((,x) are analytic in the second and fourth quadrants in the complex
C-plane and are continuous in the closures of those regions.

The components of the Jost solutions defined in (2.9) and (2.10) have the
following properties. The components 1 (C,x), ¥2(C, x), ¢2(C, x), and ¢1(¢, x)
are odd in (; whereas the components 1o (¢, x), V1(¢, x), ¢1(¢, x), and ¢2(¢, )
are even in (. Furthermore, for each fired x € R, the four scalar functions

V1(¢,7) /¢, 2(C,x), ¢1(C,x), and ¢2(C,x)/C are even in (; are analytic in

A€ CT, and continuous in A € C+. Similarly, for each fized x € R, the four
scalar functions wl(Cam)7 wQ(Cam)/C7 ¢1 <<7 .I)/C, and ¢2(<,$) are even in Cv

are analytic in A € C~, and continuous in A € C~.

Proof. The proof of (a) can be obtained by converting (1.1) and each of the

asymptotics in (2.1)—(2.4) into an integral equation, then by solving the result-
ing four integral equations via iteration, and by expressing the Jost solutions
as uniformly convergent infinite series of terms that are analytic in the appro-
priate domains in the complex (-plane and are continuous in the closures of
those domains. Alternatively, the proof of (a) can be obtained with the help of
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Theorem 2.1 and by using the corresponding analyticity and continuity proper-
ties [2,21] in A of the Jost solutions to the AKNS systems (1.7) and (2.20). The
proof of (b) is obtained by using the results in (a) and either the relations given
in (2.23)~(2.26) or in (2.27)~(2.30). O

In the following theorem, we present the asymptotics of the Jost solutions
to (1.1) as ¢ — 0. Those asymptotics are crucial for the establishment of the
Marchenko method for (1.1).

Theorem 2.3. Let the potentials q and r in (1.1) belong to the Schwartz
class. Then, for each fixed x € R, as ¢ — 0 in their domains of continuity, the
Jost solutions to (1.1) appearing in (2.1)—~(2.4) satisfy

BCw) = _—C/Oodzq(z)+0(<3) 2o
140 (¢?)
. 1+0(¢?)
(¢, x) = C/Oodzr(z)+O(C3) , (2.32)
L 140()
(¢, x) = C/_I d:r(z)+0 (%) | (2.33)
— x s , -
&, x) = C/ood a(2)+0(C) . (2.34)
1+0(¢?) |

Proof. The domains of continuity for the Jost solutions are specified in The-
orem 2.2. The proof of (2.31) and (2.34) can be obtained by using (2.23) and
(2.26), respectively, and the known small A-asymptotics [8,21] of the Jost solutions
YA z) and ¢¥) (X, z) to (1.7), and by taking into account the relationship
between ¢ and A specified in (2.15). Similarly, the proof of (2.32) and (2.33) can
be obtained by using (2.28) and (2.29) and the known small A-asymptotics [8,21]
of the Jost solutions 1) (\, z) and ¢P*) (X, z). O

In relation to Theorem 2.3, let us remark that the small A-asymptotics of the
Jost solutions to (1.7) and (2.20) expressed in terms of the quantities relevant to
(1.1) can be found in Proposition 6.1 of [8].

In order to prepare for the derivation of the Marchenko system for (1.1), we
also need the large (-asymptotics of the Jost solutions to (1.1). For convenience,
in the following theorem those asymptotics are expressed in terms of A, which is
related to ¢ as in (2.15).

Theorem 2.4. Let the potentials q and r in (1.1) belong to the Schwartz
class, and let the parameter \ be related to the spectral parameter ¢ as in (2.15).
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Then, for each fited v € R, as A — oo in Ct the Jost solutions W(¢,x) and
d(C,x) to (1.1) appearing in (2.1) and (2.3), respectively, satisfy

S D)

N B () [1 - i ; dzo(z) + O <;2>]

¢(C,$) = >

A 0(3)

where E(x) and p are the quantities appearing in (2.18) and (2.19), respectively,
and the complez-valued scalar quantity o(x) is defined as

o(a) = 5 ale) () + g @) (@) (2:36)

Similarly, for each fized x € R, as A\ — oo in C— the Jost solutions ¥(C,z) and

#(¢, ) to (1.1) appearing in (2.2) and (2.4), respectively, satisfy

7 e=i/2=Ne [”2; :O dzo(z)+0 <>\12>]

A RN io(y)] ] -
)

#(C ) = e [ M) L o0 ()]

Proof. The proof is obtained by using iteration on the integral representations
of the Jost solutions aforementioned in the proof of Theorem 2.1 and by taking
into consideration the fact that ¢ is related to A as in (2.15). Alternatively,
the proof can be given by using (2.23)—(2.26) and the known large A-asymptotics
[2,8,21] of the Jost solutions to (1.7), and by taking into account the fact that the
quantity o(z) defined in (2.36) corresponds to the product u(z)v(z) when u(x)
and v(x) are chosen as in (2.16) and (2.17), respectively. Equivalently, the proof
can be obtained by using (2.27)—(2.30) and the known large A-asymptotics [2,8,21]
of the Jost solutions to (2.20), and by taking into consideration the fact that the
quantity o(z) defined in (2.36) corresponds to the product p(x) s(x) when p(z)
and s(z) are chosen as in (2.21) and (2.22), respectively. O

In the next theorem, in preparation for the establishment of the Marchenko

method for (1.1), we present the relevant properties of the scattering coefficients
for (1.1).
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Theorem 2.5. Assume that the potentials q and r in (1.1) belong to the

Schwartz class. Let X be related to the spectral parameter ¢ as in (2.15), and
let u be the complex constant defined in (2.19). Then, the scattering coefficients
T(), T(¢), R(C), R(C), L(C), and L(¢) appearing in (2.5)—(2.8) have the following

properties:

(a)

The transmission coefficient T(C) is continuous in ¢ € R and has a mero-
morphic extension from ¢ € R to the first and third quadrants in the complex
(-plane. Furthermore, T(() is an even function of ¢, and thus it is a function
of X in CT. The quantity 1/T(C) is analytic in A € Ct and continuous in
A € Ct. Moreover, T(C) is meromorphic in A\ € C* with a finite number
of poles there, where those poles are not mecessarily simple but have finite
multiplicities. We have the large (-asymptotics of T'(C) expressed in \ as

T(¢) = e"/? [1 +0 (i)] , A—ooin CF. (2.38)

The transmission coefficient T'() is continuous in ( € R and has a meromor-
phic extension from ¢ € R to the second and fourth quadrants in the complex
C-plane. Furthermore, T(C) is an even function of ¢, and thus it is a function
of X in C—. The quantity 1/T(C) is analytic in X € C~, and it is continuous
in A € C~. Moreover, T() is meromorphic in A € C~ with a finite number of
poles, where the poles are not necessarily simple but have finite multiplicities.
We have the large (-asymptotics of T(C) expressed in \ as

T(C) = e/? [1 +0 (i)} , A—ooinC-. (2.39)

Each of the four reflection coefficients R(C), R(C), L(¢), and L(() is contin-
uous in ¢ € R, is an odd function of ¢, and behave as O(1/¢%/?) as ¢ — +oo.
Moreover, the four quantities R(¢)/¢, R(C)/¢, L(C)/¢, L(¢)/¢ are even in (;
are continuous functions of A € R; and expressed in \ they have the behavior
O(1/X3) as A — Foo.

The small (-asymptotics of the scattering coefficients T'(C), T(C), R(¢), R(¢),
L(C), and L(¢) are expressed in \ as

T()=1+0(), A—0inCT, (2.40)
T)=1+0(), A—0inC-, (2.41)
R(¢) = -V [/00 dzr(z) + O()\)} , A= 0inR, (2.42)

R(¢) =V [/OO dzq(z) + O(/\)} , A —0in R, (2.43)
dzq(z) + O()\)] , A—=>0inR,

dzr(z) + O(A)] , A—0in R.
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(e) The scattering coefficients satisfy
T(OTEQ)+RQORCQ =1, TOTEQ+LELE =1 IeR. (244)

(f) The left reflection coefficients are determined in terms of the right reflection
coefficients and the transmission coefficients, and we have

Lo = ~BOTQ 72 _ROTO (g oy

T(¢)

Conversely, as seen from (2.45), the right reflection coefficients are deter-
mined in terms of the left reflection coefficients and the transmission coeffi-
cients. Consequently, if the right reflection coefficients R(¢) and R(¢) vanish
at some C-value, then the left reflection coefficients L(¢) and L(C) also vanish
there.

Proof. Since the scattering coefficients can be expressed in terms of the Wron-
skians of the Jost solutions as in (2.12)—(2.14), their stated properties can be es-
tablished by using the properties of the Jost solutions provided in Theorem 2.1.
Alternatively, the proof can be obtained by using the relationships between the six
scattering coefficients for (1.1) and the corresponding scattering coefficients for
the two associated AKNS systems given in (1.7) and (2.20), respectively, when
the potential pairs (u,v) and (p,s) are chosen as in (2.16), (2.17), (2.21), and
(2.22). In fact, we have [8,21]

T(¢) = e 2TV (\) = e 12 TPs)()), (2.46)
T(C) = /2T ()) = /2 TPs)()), (2.47)
R(¢) = e\}: R®Y(\) = e VARPH(N), (2.48)
R(C) it /3 BV (N = C8 )

R(¢) = e VX R ()) 7 R®S)()\), (2.49)

L@ () — L )

L(C) = VALY ()) = 7 LPS)()), (2.50)
L(C) = —— L@ () = VAL®I (), (2.51)

S

where the superscripts (u,v) and (p, s) are used to refer to the scattering coef-
ficients for (1.7) and (2.20), respectively. Using (2.46)—(2.51) and the already
known [2,8,21] properties of the scattering coefficients of the associated AKNS
systems, the proof is established. O

Let us now consider the question whether the scattering coefficients for (1.1)
can be determined from the knowledge of the scattering coefficients for (1.7) or
(2.20), and vice versa. The presence of the factor /2 in (2.46)—(2.49) gives the
impression that this is possible only if we know the value of /2 independently.
The next theorem shows that the value of ¢#/2 is indeed determined by any one
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of the transmission coefficients for either (1.7) or (2.20), and hence the scatter-
ing coefficients for (1.7) and (2.20) can be explicitly expressed in terms of the
scattering coefficients for (1.1). Similarly, the value of /2 is indeed determined
by one of the transmission coefficients for (1.1), and hence the scattering coeffi-
cients for (1.7) and (2.20) can be determined from the knowledge of the scattering
coefficients for (1.1).

Theorem 2.6. Assume that the potentials ¢ and r in (1.1) belong to the
Schwartz class. Furthermore, suppose that the potential pairs (u,v) and (p,s)
appearing in (1.7) and (2.20), respectively, are related to the potential pair (q,r)
as in (2.16), (2.17), (2.21), and (2.22). Let A be related to the spectral parameter
¢ as in (2.15), and let p be the complex constant defined in (2.19). Then, we
have the following:

(a) The scalar constant e/2 s uniquely determined by one of the transmission
coefficients for either of (1.7) or (2.20). In fact, we have

eit/? = 7)) = 7P=)(0), (2.52)

e~ /2 = T) () = TPs)(0), (2.53)

where we recall that the superscripts (u,v) and (p,s) are used to refer to the
scattering coefficients for (1.7) and (2.20), respectively.

(b) The scattering coefficients for (1.1) are uniquely determined by the scattering
coefficients for either of the linear systems (1.7) or (2.20). In fact, we have

T (\)  TEs)())
T(©) = 7w ) ~ TGa(0)’ (2.54)
_ T2l (XY  T@s)())
() = Faa) ~ Toa1(0)" (2.55)

_ RO VAR®P)())

R(¢) XTI (0~ [rma(0)] (2.56)
. ﬁ]?g(u,v)()\) _ R(p,s)()\)
RO =~ 02~ A [T (2.57)
L(C) = VALY (\) = \15 L) (), (2.58)
L(C) = —= L@ (x) = VA L® (), (2.59)

where we remark that (2.58) and (2.59) are the same as (2.50) and (2.51),
respectively, because the constant e'2 does not appear in (2.50) and (2.51)
and hence the left reflection coefficients for (1.1) are determined by the left
refiection coefficients for either of (1.7) or (2.20) without using the value of
et/2,

(¢c) The scalar constant e/2 s uniquely determined by one of the transmission
coefficients for (1.1). Hence, the scattering coefficients for (1.7) and (2.20)
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can be determined from the knowledge of the scattering coefficients for (1.1)
by using (2.46)—(2.51).

Proof. From (2.40) we see that 7'(0) = 1, and hence by evaluating (2.46) at
A = 0 we obtain (2.52). Similarly, from (2.41) we get T'(0) = 1, and hence by
evaluating (2.47) at A = 0 we have (2.53). Thus, the proof of (a) is complete. By
using the value of ¢/2 from (2.52) or (2.53) in (2.46)—(2.51), we obtain (2.54)—
(2.59), respectively. Thus, the proof of (b) is also complete. Finally, from (2.38)
or (2.39) we see that the value of €#/2 is uniquely determined by one of the
transmission coefficients for (1.1), and hence (2.46)—(2.51) can be used to express
the scattering coefficients for (1.7) and (2.20) from the knowledge of the scattering
coefficients for (1.1), which completes the proof of (c). O

3. The bound states

The bound states for (1.1) correspond to square-integrable column vector
solutions to (1.1). The existence and nature of the bound states are completely
determined by the potentials ¢ and r appearing in the coefficient matrix in (1.1).
When the potentials ¢ and r belong to the Schwartz class, the following are
known [8] about the bound states for (1.1):

(a) The bound states cannot occur at any real ¢ value in (1.1). In particular,
there is no bound state at ( = 0. The bound states can only occur at a
complex value of ¢ at which the transmission coefficient 7'(¢) has a pole in
the first or third quadrant in the complex (-plane or at which the transmission
coefficient T'(¢) has a pole in the second or the fourth quadrant. In fact, as
indicated in Theorem 2.5 the parameter ¢ appears as ¢? in the transmission
coefficients T'(¢) and T'(¢), and hence the (-values corresponding to the bound
states must be symmetrically located with respect to the origin in the complex
(-plane.

(b) When the potential pairs (u,v) and (p, s) appearing in (1.7) and (2.20), re-
spectively, are related to the potential pair (¢,7) as in (2.16), (2.17), (2.21),
(2.22), respectively, as seen from (2.46) and (2.47), the poles of the cor-
responding transmission coefficients for the linear systems (1.1), (1.7), and
(2.20) coincide. Hence, the A-values at which the bound states occurring for
(1.1), (1.7), and (2.20) must coincide. We recall that A and ¢ are related to
each other as in (2.15).

(¢) The number of poles of T'(¢) in the upper-half complex A-plane is finite and
we use \j for 1 < j < NN to denote those distinct poles and we use N to denote
their number without taking into account their multiplicities. Similarly, the
number of poles of T'(¢) in the lower-half complex A-plane is finite and we use
5\j for 1 < j < N to denote those distinct poles and we use N to denote their
number without taking into account their multiplicities. The multiplicity of
each of those poles is finite, and we use m; to denote the multiplicity of the
pole at A = \; and use m; to denote the corresponding multiplicity of the
pole at A = Xj. We remark that the bound-state poles are not necessarily
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simple. In the literature [25,33], it is often unnecessarily assumed that the
bound states are simple because of the difficulty to deal with bound states
of multiplicities. However, we have an elegant method of handling any num-
ber of bound states with any multiplicities, and hence there is no reason to
artificially assume the simplicity of bound states.

(d) As indicated in the previous steps, the bound-state information for (1.1)
contains the sets {\;, mj}évzl and {};, mj}j\’:l. Furthermore, for each bound
state and multiplicity we specify a norming constant. As the bound-state
norming constants, we use the double-indexed quantities cj; for 1 < j < N
and 0 < k < (mj — 1) and the double-indexed quantities ¢j;, for 1 < j < N
and 0 < k < (m;—1). The construction of the bound-state norming constants
cji, from the transmission coefficient 7'(¢) and the Jost solutions ¢(¢,z) and
(¢, ) and the construction of the bound-state norming constants ¢;j from
the transmission coefficient T'(¢) and the Jost solutions ¢(¢,z) and (¢, z)
are analogous to the constructions presented for the discrete version of (1.1),
and we refer the reader to [9] for the details. Such a construction involves
the determination of the double-indexed “residues” t;; with 1 < j < N and
1 <k < m; and the determination of the double-indexed “residues” t_jk with
1 <5< Nand 1 <k < m;, respectively, by using the expansions of the
transmission coefficients at the bound-state poles, which are given by

o timy tji(m;—1) b1 .
(3.1)
_ tim, tim,—1) ti1 N
T(C) = — ™5 _ 3(m; 1 e L0@1), A=A
© (A= Aj)m T Aj)mat TS Aj) TOW, A=
(3.2)

Next, we construct the double-indexed dependency constants v, where we
have 1 <3< Nand 0 <k < (mj —1). The dependency constants Vjk appear
in the coefficients when we express at A = \; the value of each d*¢((,z)/d\*
for 0 < k < (m; — 1) in terms of the set of values {d*y((, x)/d)\k}zzal. We
get

dF (¢ uyg" dp(C;
=0

where (];) denotes the binomial coefficient. Note that (3.3) is obtained as
follows. From the first equality of (2.12), we have

b
T(¢)
where we recall that the Wronskian is defined as in (2.11). Using (3.1) and the

fact that ¢ appears as ¢2 in T'(¢), from (3.4) it follows that the A-derivatives
of order k for 0 < k < (m; — 1) vanish when A = \; or equivalently when

— [6(C,2); (¢, )], (3.4)
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¢ = (;. We then recursively obtain (3.3). For the details of the procedure, we
refer the reader to [9]. Similarly, the double-indexed dependency constants
Yk with 1 < j < Nand 0 < k < (mj — 1) appear in the coefficients when
we express at A = \; the value of each d*¢((,x)/d\* for 0 < k < (m; — 1) in

terms of the set of values {d*y((, x)/d)\k};nz"al. We have

d (G, 5 [k d'p (G,
=0

We remark that (3.5) is derived with the help of the Wronskian relation

1 _ _

which follows from the second equality of (2.12). Using (3.2) and the fact
that ¢ appears as ¢ in T/(¢), from (3.6) it follows that the A-derivatives of
order k for 0 < k < (1m;—1) vanish when A = \; or equivalently when ¢ = ;.
We then recursively obtain (3.5). The double-indexed norming constants c;y,
are formed in an explicit manner by using the set of residues {t;},~, and the

set of dependency constants {vjk}zl:j 0 1, and this procedure is explained in the
proof of Theorem 4.2 in the next section and it is similar to the procedure
described in Theorem 15 of [9]. In a similar manner, the double-indexed
norming constants ¢j are formed with the help of the set of residues {Z;x},.",

and the set of dependency constants {"yjk}?zj 0 ' Thus, we obtain the bound-
state information for (1.1) consisting of the two sets

mi—1 1N - _ . im-1nN
{/\jamja{cjk}kzjo }j:17 {)\j7mja{cjk}k:]0 }j:1' (3.7)

In the first two examples in Section 6 we illustrate the formulas connecting
the norming constants to the residues and the dependency constants.

Let us remark that it is extremely cumbersome to use the bound-state infor-
mation in the format specified in (3.7) unless that information is organized
in an efficient format. In fact, this is the primary reason why it is artificially
assumed in the literature that the bound states are simple. The bound-state
information contained in (3.7) can be organized in an efficient and elegant
manner by introducing a pair of matrix triplets (A4, B,C) and (4, B,C) in
such a way that the specification of the matrix triplet pair is equivalent to
the specification of the bound-state information in (3.7). Furthermore, in the
Marchenko method, the bound-state information is easily and in an elegant
manner incorporated in the nonhomogeneous term and in the integral kernel
in the corresponding Marchenko system if that incorporation is done through
the use of matrix triplets. The use of the matrix triplets enables us to deal
with any number of bound states with any number of multiplicities in a sim-
ple and elegant manner, as if we only have one bound state of multiplicity
one. Let us remark that the use of the matrix triplets in the Marchenko
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method is not confined to any particular linear system, but it can be used on
any linear system for which a Marchenko method is available. In fact, this is
one of the main reasons why we are interested in establishing the Marchenko
method for the linear system given in (1.1).

(f) Without loss of any generality, the matrix triplets (4, B,C) and (A, B,C)
can be chosen as the minimal special triplets described later in this section.
We refer the reader to [6,16] for the description of the minimality. Essentially,
the minimality amounts to choosing each of the square matrices A and A with
the smallest sizes by removing any columns of zeros or any rows of zeros. By
the special triplets, we mean choosing the matrices A and A in their Jordan
canonical forms and choosing the column vectors B and B in the special
forms consisting of zeros and ones, as described in (3.9), (3.11), (3.14), and
(3.17). The choice of the special forms for the matrix triplets is unique up
to the permutations of the corresponding Jordan blocks. We refer the reader
to Theorem 3.1 of [6] for the details and for the proof why there is no loss of
generality in using the matrix triplets in their minimal special forms.

Next, we show how to convert the bound-state information given in (3.7)
into the matrix triplet pair (A, B,C) and (A, B,C). Since there is no loss of
generality in choosing the matrix triplets in their special forms, we only deal with
those special forms. For simplicity and clarity, we outline the main steps of the
procedure by omitting the details. We refer the reader to [9] where the details of
the procedure are presented for the discrete version of (1.1). The steps presented
in [9] are general enough to apply to (1.1) and to other linear systems. Let us
also remark that for linear systems for which the potentials appear in diagonal
blocks in the corresponding coefficient matrix, only one matrix triplet (A, B, C')
is needed. On the other hand, for linear systems for which the potentials appear
in off-diagonal blocks in the corresponding coefficient matrix, a pair of matrix
triplets (A, B,C) and (A, B,C) is used. The potentials ¢ and 7 appear in the
off-diagonal entries in the coefficient matrix in (1.1), and hence we convert the
bound-state information into the format consisting of the triplets (A, B,C') and
(A, B,C). For the use of matrix triplets for some other linear systems, we refer
the reader to [5-7,14,17,18].

The conversion of the bound-state information from (3.7) to the matrix triplet
pair (A4, B,C) and (4, B, C) involves the following steps:

(a) For each bound state at A\ = \; with 1 < j < N, we form the matrix
subtriplet (A;, B;, C;) as

A, 100 0 0
0 A 1 0 0
0 0 A 0 0
Aj = . , (3.8)
0 0 0 A1
0 0 0 0 A
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Bj = |- , Cj1 Cjo], (3.9)

0
1

Cj = [Cj(mj—l) Cj(m;—2)

where A; is the m; x m; square matrix in the Jordan canonical form with
Aj appearing in the diagonal entries, B; is the column vector with m; com-
ponents that are all zero except for the last entry which is 1, and Cj is the
row vector with m; components containing all the norming constants in the
order indicated in (3.9). Note that if the bound state at A = A; is simple,
then we have

A; = [N], Cj = [cjo] -

Similarly, for each bound state at A = j\j with 1 < j < N we form the
matrix subtriplet (A;, Bj, C;) as

B; = [1],

A 10 0 0
0 A 1 0 0
_ 0 0 X 0 0
0 0 0 A1
[0 0 0 0 A
[0
Bi= |10 =[Gy Com- cr Gol,  (311)
1

where flj is the m; x m; square matrix in the Jordan canonical form with
S\j appearing in the diagonal entries, Bj is the column vector with m; com-
ponents that are all zero except for the last entry which is 1, and C_'j is the
row vector with m; components containing all the norming constants in the
order indicated in (3.11).

Using A; with 1 < j < N, we form the N x N block-diagonal matrix A as

(4, 0 -~ 0 0

0 Ay - 0 0
A=|: = - : ] (3.12)

0 0 -+ Ay 0

(0 0 -~ 0 Ay

where the zeros are the zero matrices of appropriate sizes. Here, the quantity

N is defined as
N
N =) "m;, (3.13)
=1
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and it represents the number of bound-state poles in the upper-half complex
A-plane by including the multiplicities. We also form the column vector B
with N components and the row vector C' with A/ components as

B
By
B = . N C = [Cl C2 CN] . (3.14)
By
Similarly, we define N as
N
N =) m;, (3.15)
j=1

which represents the number of bound-state poles in the lower-half complex
A-plane by including the multiplicities. We then use Aj with1 <j < Nin
order to form the N' x AN block-diagonal matrix A as

(A0 0 0
0 Ay 0 0
A= |00 0 (3.16)
0 0 Avo1 0
0 0 0 Ay

where the zeros denote the zero matrices of appropriate sizes. We also form
the column vector B with N components and the row vector C with A
components as

Cn] . (3.17)

4. The Marchenko method

In this section we develop the Marchenko method for (1.1) by deriving the
corresponding Marchenko system of linear integral equations and also by showing
how the Jost solutions and the potentials are recovered from the solution to that
Marchenko system. We present the derivation of the Marchenko system in such a
way that the procedure can be applied to other linear systems and to their discrete
analogs. For the simplicity of the presentation, we first provide the derivation in
the absence of bound states, and then we indicate the main modification needed
to include the bound-state information in the Marchenko system.

In the following we outline the basic steps in the development of our
Marchenko method for (1.1) by showing the similarities and differences with the
development of the standard Marchenko method:
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(a)

(d)

We start with the Riemann—Hilbert problem for (1.1) by expressing the two
Jost solutions ¢(¢, x) and ¢(¢, z) as a linear combination of the Jost solutions
(¢, ) and 9(¢,z). This eventually yields the Marchenko system for (1.1)
with z < y < 400 as an analog of (1.4). Note that this is also the step
used in the derivation of the standard Marchenko method. In order to derive
the Marchenko system for (1.1) with —oco < y < z as an analog of (1.5), we
need to express the Jost solutions (¢, ) and (¢, z) as a linear combina-
tion of the Jost solutions ¢(¢,x) and ¢(¢, ). However, in this paper we only
present the derivation of the former Marchenko system and hence only deal
with the Riemann—Hilbert problem for the former case. We remark that the
coefficients in the Riemann—Hilbert problem associated with the Marchenko
system with z < y < 400 are directly related to the scattering coefficients
T(), T(¢), R(¢), and R(¢), and the coefficients in the Riemann—Hilbert prob-
lem associated with the Marchenko system with —oo < y < x are directly
related to the scattering coefficients T(¢), T(¢), L(¢), and L(¢).

Next, we combine the two column-vector equations arising in the formulation
of the Riemann—Hilbert problem into a 2 x 2 matrix-valued system. This step
is also used in the development of the standard Marchenko method.

We slightly modify our 2 x 2 matrix-valued system obtained in the previous
step. This modification is not needed in the development of the standard
Marchenko method. The modification involving the diagonal entries is carried
out in order to take into account the large (-asymptotics of the Jost solutions.
The modification involving the off-diagonal entries is carried out in order to
formulate the 2 x 2 matrix-valued Riemann—Hilbert problem in the spectral
parameter A rather than in ¢, where A and ¢ are related to each other as in
(2.15).

With the modifications described in the previous step, we are able to take
the Fourier transform from the A-space to the y-space. This yields the 2 x 2
coupled Marchenko system. This step is also used in the development of the
standard Marchenko method.

We uncouple the 2 x 2 matrix-valued Marchenko system and obtain the asso-
ciated uncoupled scalar Marchenko integral equations. This is also the step
used in the development of the standard Marchenko method.

With the help of the inverse Fourier transform, we show how the Jost solutions
to (1.1) are constructed from the solution to the Marchenko system. This is
also the step used in the development of the standard Marchenko method.
Finally, we describe how the potentials ¢ and r appearing in (1.1) are recov-
ered from the solution to our Marchenko system. This step is slightly more
involved than the step used in the development of the standard Marchenko
method. However, the formulas for the potentials are explicit in terms of the
solution to our Marchenko system.

In the next theorem we introduce the 2 x 2 matrix-valued Marchenko integral

system for (1.1) in the absence of bound states.
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Theorem 4.1. Assume that the potentials q and r in (1.1) belong to the
Schwartz class, and assume that there are mo bound states. Then, the corre-
sponding Marchenko system for (1.1) is given by

[0 0
0 0 R@+y) 0
x Ko(z,2) R(z +vy)  iKa(x,2) R(z +y)

0 R(a: + )

:[Kl(%y) Ki(z,y)
Ky(z,y) Koz, )

, r<y, (41)

where R(y) and ]?i(y) are related to the reflection coefficients R(C) and R(C) for

(1.1) via the Fourier transforms given by

sy L [T VR Gy Ay L[ RO
R(y) .—%/_ood)\ce Y, R(y) .—27_‘_/_00(1)\46 Y (4.2)

with R'(y) and ]i%’(y) denoting the derivatives of R(y) and sz(y), respectively, and
A being related to ¢ as in (2.15). We also have

Ki(z,y) = ;ﬁ / T W] e=iN, (4.3)

=0 /_ R2 :-e_i“/QE(:L‘) ba(C,x) — em} e~iAY, (4.4)
Ki(zy) = % /_ : d W - e—m] ¢, (4.5)
o, y) = ;r/_: aA :e_w/zE(? J’?(C"'E)] e, (4.6)

with E(x) and p being the quantities defined in (2.18) and (2.19), respectively, and

P1(¢, ), Y2(C,x), 1(¢, x), and ¥2(C, ) are the components of the Jost solutions
given in (2.9).

Proof. For notational simplicity, we suppress the arguments and write ¢ for
W(¢,x), b for ¥(¢,x), ¢ for ¢((,x), ¢ for (¢, z), T for T(¢), T for T(¢), R for
R(¢), R for R(¢), and E for E(zx). From the asymptotics in (2.1) and (2.2) we see
that the columns of the Jost solutions t» and v to (1.1) are linearly independent,
and hence those four columns form a fundamental set of column-vector solutions

o (1.1). Thus, each of the other two Jost solutions ¢ and ¢ can be expressed as
linear combinations of ¥ and . With the help of (2.1), (2.2), (2.7), and (2.8),
for ( € R we obtain

1 - R
O==v+ =

g f (4.7)
¢:?¢+?¢a
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or equivalently

To=1v¢+ Ry,

T¢=Ry+1,
which forms our Riemann—Hilbert problem. The solution to the Riemann—Hilbert
problem consists of the construction of the Jost solutions from the knowledge of
T, T, R, and R. Let us now derive our Marchenko system starting from (4.8).

We first combine the two column-vector equations in (4.8) and obtain the 2 x 2
matrix-valued system

(4.8)

[T¢ Tol=[ ¢+ [Ry RY|. (4.9)
Using (2.9) and (2.10), we write (4.9) as
Ri1 R
Ripy Ry

Tor T
Ty T oo

. (4.10)

[T/fl (1
Yy 1o

We first premultiply (4.10) by the diagonal matrix diag{e’*/2E~! e~#/2E} and
then divide by (¢ the off-diagonal entries in the resulting matrix-valued system.
From the resulting 2 x 2 matrix-valued equation, we subtract the diagonal matrix
diag{e~"* e} from both sides, and we obtain

eiu/2 E-1L T§Z51 _ efi)\:c 267,’;1/2 E—lT (Z)l
26—1‘#/2 ET ¢ e /2 BT do — e

eil/2 g1 Dy — e~ 2eiu/2 E- 1y

1 . - : ,
Zefz,u/Q sz e—zu/2 sz o ez)\a:
eM2 BT Ry éewﬂ E' Ry

+ 1, . (411)
Ee—lﬂ/2ER¢2 e~/ B Ry

We now take the Fourier transform of (4.11) with [*_dAe™/2m in the first

columns and with ffooo d\ e /27 in the second columns. This yields the 2 x 2
matrix-valued equation

LHS = K(z,y) + RHS, (4.12)

where we have defined

K (z, Ki(x,
K(z,y) ::[ ey fal y)], (4.13)
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with the entries Ki(z,y), Kao(z,y), Ki(z,y), and Ka(z,y) are as in (4.3)-(4.6),
respectively, and

LHS;; LHSyo
LHS := (4.14)
LHS2; LHSy,
RHS11 RHSio
RHS := (4.15)
RHS21 RHS2:
We remark that the matrix entries in (4.14) and (4.15) are defined as
LHS;; := / A [elﬂ/?E*m1 —e*W] e, (4.16)
oo 2m
d\ q§1 _
— 1#/2 Y1 iy
LH812 . /Oo o C (& N (4.17)
< dN b2
LHSy := | e M2ET 2 4.1
Sa1 /_OO 5 € ce (4.18)
LHS9y := / A [e_i“/z ET ¢y — ™| ™M, (4.19)
oo 2T
AN 2 ix
RHSH = 76“ E Rwle y, (4.20)
oo 2m
dX R - _,
- G iu/2 -1 Tt —i\y
RHS)5 : /_OO oM E C Dy e, (4.21)
dA
RHSy; := / e—in/2 p I o € (4.22)
oo o7 ¢
AN e i
RHSQQ = 76 © Enge Y. (4.23)
oo 2m

Using the continuity properties of the Jost solutions stated in Theorem 2.2, the
continuity and asymptotic properties of the scattering coefficients presented in
Theorem 2.5, and the small and large (-asymptotics of the Jost solutions stated
in Theorems 2.3 and 2.4, respectively, we see that each integrand in (4.3)—(4.6)
and (4.16)—(4.23) is continuous in A € R and O(1/X) as A — £oo. Thus, the
L2-Fourier transforms in (4.3)—(4.6) and (4.16)—(4.23) are all well defined. Fur-
thermore, in the absence of bound states, for y > x the integrands in (4.3) and
(4.4) are analytic in A € C* and uniformly o(1) as A — oo in C*. Similarly, in the
absence of bound states, for y > x the integrands in (4.5) and (4.6) are analytic
in A € C~ and uniformly o(1) as A — oo in C~. Thus, from Jordan’s lemma
it follows that the four entries of the 2 x 2 matrix K (z,y) defined in (4.13) are
each equal to zero when x > y. Hence, using the inverse Fourier transform, from
(4.3)—(4.6) we get

e/2 1?;’ / dz K (z, 2) e, (4.24)

e Ba) da(C.) = e 4 [ d Ka(w2) e, (1:25)

T
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e M2 B () W = /OO dz Ko(x, z) e, (4.27)

Let us now show that each of the four entries of RHS defined in (4.15) is a
convolution. By using the inverse Fourier transform, from (4.2) we have

R(C)_ > SAS efi/\s @: > SSS ei)\s
</OOdR() . /OodR(). (4.28)

Also, by taking the derivatives, from (4.2) we obtain

ey [T ROy py [T RO i
R(y)—27r/_ood)\ c e R(y) = 27‘—/—oodA R Ae Mo (4.29)

Using the inverse Fourier transform, from (4.29) we get

R A= —i /OO ds R'(s) e™™, @ A= i/oo ds é'(s) e, (4.30)

¢ —o0 ¢ —0
Note that (4.20) is equivalent to
©dX :
RHS;; :/ 2761*1/ <ew/2 E“ﬁ}> (? A) : (4.31)

Using (4.24) and the first equality of (4.30) on the right-hand side of (4.31), we
get the convolution

RHS; = —i/ dz Ky (z, 2) ﬁt'(z +y). (4.32)

Proceeding in a similar manner, we write (4.23) as
dh , ) R
RHSy; = / A iy (gminz p 2 (1)) (4.33)
oo 2m ¢ ¢

Using (4.27) and the second equality of (4.30) on the right-hand side of (4.33),
we obtain the convolution

RHS22 = / dz Ko(x,2) R (2 + 9). (4.34)

In a similar manner, by using (4.25), (4.26), and (4.28), we write (4.21) and
(4.22), respectively, as

RHS1; = B(r +y) + / dz Ky (2,2) R(z + ), (4.35)

RHSy = R(z +y) + /00 dz Ko(x,2) R(z + ). (4.36)
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Hence, using (4.32), (4.34), (4.35), and (4.36) in (4.12), we see that RHS is equal
to the sum of the second and third terms on the right-hand side of (4.1). Thus,
in order to complete the derivation of (4.1), it is sufficient to show that LHS is
the 2 x 2 zero matrix when = < y in the absence of bound states. This is proved
as follows. When z < gy, with the help of Theorems 2.2-2.5, we observe that the
integrands in (4.16) and (4.18) are analytic in A € C*, are continuous in A € CT,
and behave uniformly as O(1/)\) as A — oo in CT. Hence, when z < ¥, using
Jordan’s lemma and the residue theorem we conclude that LHS1; and LHS9; are
both zero. Similarly, when x < y, with the help of Theorems 2.2-2.5, we observe
that the integrands in (4.17) and (4.19) are analytic in A € C~, continuous in
A € C—, and uniformly O(1/)\) as A — oo in C~. Hence, when x < y, using
Jordan’s lemma and the residue theorem we conclude that LHS15 and LHS9y are
both zero. Thus, the proof is complete. ]

The Marchenko integral system we have established in (4.1) is valid provided
(1.1) has no bound states. When the bound states are present, the only modi-
fication needed in the proof of Theorem 4.1 is that the quantity LHS appearing
in (4.12) and (4.14) is no longer equal to the zero matrix due to the fact that
we must take into account the bound-state poles of the transmission coefficients
in evaluating the integrals (4.16)—(4.19). It turns out that, using the matrix
triplet pair (A, B, C) and (4, B, C) appearing in (3.12), (3.14), (3.16), (3.17), we
can express the effect of the bound states in the Marchenkp system in a simple
and elegant manner. This amounts to replacing R(y) and R(y) appearing in the
Marchenko system (4.1) with Q(y) and Q(y), respectively, where we have defined

Qy) := R(y) + C B, Q(y) := R(y) + C e "B, (4.37)
By taking the derivatives, from (4.37) we get
V(y) = R(y)+iCAYB, (y)=R(y)—iCAe " WB, (4.38)

and hence in (4.1) we also replace R'(y) and f%’(y) with €'(y) and €' (y), respec-
tively.

In fact, in the Marchenko equations for any linear system, the two substitu-
tions

R(y) — R(y) + Ce B, R(y)— R(y) + Ce B, (4.39)

are all that is needed in order to take into consideration the effect of any number
of bound states with any multiplicities. Certainly, for linear systems where the
potentials appear in the diagonal blocks in the coefficient matrix rather than in
the off-diagonal blocks, we only use one matrix triplet (A, B, C), and in that case
(4.39) still holds with the understanding that the second matrix triplet (A, B, C)
is absent. We remark that (4.39) is elegant for several reasons. When there is
only one simple bound state, the matrix A has size 1 x 1. Hence, as far as algebraic
operations are concerned, the eigenvalue of the matrix A can be viewed as the
matrix itself. In that sense, there is an apparent correspondence between the
factor ¢ in (4.2) and €' in (4.39) induced by X\ <+ A. This also indicates the



30 Tuncay Aktosun, Ramazan Ercan, and Mehmet Unlu

usefulness of matrix exponentials in dealing with bound states. The same is also
true for the correspondence between the factor e=* in (4.2) and e~*¥ in (4.39)
induced by A <> A. The information containing any number of bound states with
any multiplicities and with the corresponding bound-state norming constants is
all imbedded in (4.39) through the structure of the two matrix triplets there.

In the next theorem we present the Marchenko integral system for (1.1) in
the presence of bound states.

Theorem 4.2. Let the potentials ¢ and r in (1.1) belong to the Schwartz
class. In the presence of bound states, the corresponding Marchenko system for
(1.1) is obtained from (4.1) by using the substitutions (4.39), where (A, B,C)
and (A, B,C) are the pair of matriz triplets appearing in (3.12), (3.14), (3.16),
(3.17). Hence, the Marchenko system for (1.1) is given by

[0 0] . [Kl(xay) K1($7y)
0 0] |[Ko(e,y) Kolzy)] [Qz+y) 0

/oo [—z‘Kl(x,z) V(z+y) Ki(z,2)Qz+vy)
+ dz _ _
z Ko(z,2)Qz+y) iKay(z,2)Q(z+y)

0 Qz+y)

, x <y, (4.40)

where Q(y) and Q(y) are the quantities defined in (4.37); Q' (y) and Q' (y) are the
derivatives appearing in (4.38); and Ki(z,y), Ko(z,y), Ki(x,y), and Ky(z,y)
are the quantities defined in (4.3)—(4.6), respectively.

Proof. As indicated in the proof of Theorem 4.1, the quantity LHS in (4.14)
is no longer equal to the 2 x 2 zero matrix when the bound states are present. For
x < y, the integrands in (4.16) and (4.18) are continuous in A € R, are O(1/\)
as A — oo in C¥, and are meromorphic in A € Ct with the poles at A = Aj with
multiplicity m; for 1 < j < N, where those poles are the bound-state poles of
T(¢). Hence, when = < y those integrals can be evaluated by using the residue
theorem. The resulting expressions contain the residues ¢, appearing in (3.1)
and d*¢((j,x)/dNF for 1 < j < N and 0 < k < (m; — 1). Using (3.3) in the
resulting expressions, we express those integrals in terms of the residues ¢;; and
the dependency constants 7, appearing in (3.3). In an analogous manner, for
x < y the integrands in (4.17) and (4.19) are continuous in A € R, are O(1/)\) as
A — oo in C—, and are meromorphic in A € C~ with the poles at A\ = 5\]- with
multiplicity m; for 1 < j < N, where those poles are the bound-state poles of
T(¢). Thus, when = < y those integrals can be evaluated by using the residue
theorem. The resulting expressions contain the residues tj; appearing in (3.2)
and d*¢((j,x)/d\F for 1 < j < N and 0 < k < (m; — 1). Using (3.5) in the
resulting expressions, we express those integrals in terms of the residues ¢, and
the dependency constants 7, appearing in (3.5). We omit the details because
the procedure is similar to that given in the proof of Theorem 15 of [9]. The
only effect of the contribution from LHS to (4.12) amounts to the substitutions
specified in (4.39). Hence, with the help of (4.1), (4.37), and (4.38) we obtain
(4.40), where the norming constants c;j, are explicitly expressed in terms of t;p,
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Yjk, and (j, and the norming constants ¢;; are explicitly expressed in terms of
t_jka 7}/]]67 and CJ O

Let us remark that the 2 x 2 matrix-valued coupled Marchenko system pre-
sented in (4.40) can readily be uncoupled, and it is equivalent to the respective
uncoupled scalar Marchenko integral equations for Kj(z,y) and Ks(z,y) given
by

Kl(:v,y)+§_2(az+y)+i/ dz/ ds Ki(z,2) (2 + 8) Q(s +y) =0,

Ky(z,y) + Qz +y) — i/oo dz/oo ds Ko(z,2) V(2 +8) Q(s +y) =0,

(4.41)
where x < y, with the auxiliary equations given by
_ o0
Ki(x,y) = z/ dzKy(z,2) V(2 +vy), z<uy,
. (4.42)

Ky(z,y) = —i/ dz Ky(z,2) (2 +vy), z<uy.

xT

Having established the Marchenko system for (1.1), our goal now is to recover
the potentials ¢ and r in (1.1) from the solution K (z,y) to the Marchenko system
(4.40) or from the equivalent system of uncoupled equations given in (4.41) and
(4.42). In preparation for this, in the next theorem we relate the entries of K (x, z)
to some key quantities for (1.1).

Proposition 4.3. Assume that the potentials q and r appearing in (1.1)
belong to the Schwartz class. Let K(x,y) be the solution to the Marchenko system
(4.40), with the components Ki(z,y), K2(z,y), Ki(x,y), Ka(z,y) as in (4.13).
In the limit y — ™+ we have

Kiw,0) = -5 X0 (143
Ks(z,z) = W +3 /:O dyol(y), (4.44)
y(z,2) = ;/:o dyo(y), (4.45)
Koz, 2) = —6_;“ r(2) E(x)%, (4.46)

where E(x), u, and o(x) are the quantities defined in (2.18), (2.19), and (2.36),
respectively.

Proof. Let us recall that ¢ and A are related to each other as in (2.15). We ob-
tain the proof by establishing the large A\-asymptotics of the Jost solutions ¢ (¢, x)
and ¥((, z) expressed in terms of the Fourier transforms given in (4.24)—(4.27) and
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by comparing the results with the corresponding asymptotic expressions given in
Theorem 2.4. For example, in order to establish (4.43), we write (4.24) as

ei/,L/Q wl(g7x) B 00 d et
St [ w[men 55 4D

and using integration by parts, from (4.47) we obtain

€2y (¢, ) e |7

CE(%) :K1<¢’L‘,y)7

o) Ay
- _/ gy 2 0K (2, y) (4.48)

YN oy

y=r

Since the potentials in (1.1) belong to the Schwartz class, the corresponding Jost
solutions and their Fourier transforms are sufficiently smooth. Letting A — +o0
in (4.48) and using the Riemann-Lebesgue lemma, from (4.48) we get

e (Cr)  Ky(x,x) e ‘o <1> . (4.49)

CE(z) i

A

The large (-asymptotics of 11 (¢, z) is given in the first component of (2.35), and
we use it on the left-hand side of (4.49) and obtain

1AL
e [_ale) o (L) Ealw et (1
c |:2i)\ E(z)? +0 ()\2 i +o VA A — £oo. (4.50)

By comparing the first-order terms on both sides of (4.50), we get (4.43). We then
establish (4.44)—(4.46) by proceeding in a similar manner, i.e. by using integration
by parts in (4.25)—(4.27), obtain the large A-asymptotics in the resulting expres-
sions with the help of the Riemann-Lebesgue lemma, then by using the large
¢-asymptotics from (2.35) and (2.37) in the resulting equalities, and finally by
comparing the first-order terms in the corresponding asymptotic expressions. [

In the next theorem we show how to recover the relevant quantities for (1.1),
including the potentials and the Jost solutions, from the solution to the corre-
sponding Marchenko system (4.40).

Theorem 4.4. Let the potentials ¢ and r in (1.1) belong to the Schwartz
class. The relevant quantities are recovered from the solution to the Marchenko
system (4.40) or equivalently from the uncoupled counterpart given in (4.41) and
(4.42) as follows:

(a) The scalar quantity E(x) given in (2.18) is recovered from the solution to the
Marchenko system as

B(z) = exp <2 /3; i Q(z)) , (4.51)

where Q(x) is the auziliary scalar quantity constructed from Ki(z,y) and
Ka(x,y) as )
Q(x) = Kq(z,x) — Ka(z, x). (4.52)
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Alternatively, one can recover E(x) from the solution to the Marchenko sys-
tem as

E(z) = exp <2i /_ ; dz P(z)) , (4.53)

where P(x) is the auziliary scalar quantity constructed from Ki(z,y) and
Ko(z,y) as
P(z) := K1 (z,7) Ka(z, 7). (4.54)

We remark that the quantities Q(x) and P(x) are related to each other as
Q(z) =1 P(x). (4.55)

The complex-valued scalar constant p given in (2.19) is obtained from the
solution to the Marchenko system as

= —4i/ dz Q(z), (4.56)
or alternatively as
W= 4/ dz P(z). (4.57)

The potentials ¢ and r are recovered from the solution to the Marchenko
system as

q(z) = —2K; (2, x) e, (4.58)
r(z) = —2Ks(z, ) 9™, (4.59)

where the scalar-valued function Q(z) is related to the quantity Q(z) appear-
ing in (4.52) as

Q(x) := /OO dzQ(z). (4.60)

Alternatively, the potentials q and r are recovered from the solution to the
Marchenko system as

q(z) = —2K (z,z) e 4 P@), (4.61)
r(z) = —2Ky(z, z) €% P@), (4.62)

where the scalar-valued function P(z) is related to the quantity P(x) appear-
ing in (4.54) as

= / T 4Pl (4.63)

The Jost solutions (¢, z) and (¢, x) to (1.1) are recovered from the solution
to the Marchenko system as

P1(¢,x) =¢ < / " dy Ky(a,y) ei@) e 2@, (4.64)
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YalCor) = (< + [Ty Katay) <) 20, (4.65)
1) = <e—i<2$ + [y Kt e-i@y) e~20), (4.66)
&2(Ca $) = C </Oo dy [_{Q(x’y) e—iC2y> 62Q(w)7 (467)

where 1(¢, x), ¥2(C, ), ¥1(¢, x), and 1o(¢,x) are the components of the Jost
solutions defined in (2.9). Alternatively, we recover the Jost solutions ¢((, x)
and ¥ (¢, ) from the solution to the Marchenko system as

i) =¢ ([T ke ) e (1.65)
(¢, ) = <ei§2$ + /m " dy Ko(z,y) eiCzy) 2 P) (4.69)
D¢ ) = <ei<2x + /x " dy K1 (z,y) ei<2y> e 2P, (4.70)
Po(Coa) = ¢ ( / " dy Bola,y) e i€V ) 2P, (4.71)

(e) The Jost solutions ¢(C,x) and ¢(, ) to (1.1) are recovered from the solutions
to the Marchenko system with the help of (4.7) and either of (4.64)—(4.67)
or (4.68)—(4.71).

Proof. From (4.44) and (4.45), we observe that the auxiliary scalar quantity
Q(z) defined in (4.52) is related to the potentials ¢ and r as

Q(z) = D)), (4.72)

As a result, from (2.18) and (4.72) we see that E(z) is recovered as in (4.51).
Using (4.43) and (4.46) we get

q(z)r(z) = 4 Ky (2, 2) Ko(z, 7). (4.73)

From (4.52), (4.54), (4.72), and (4.73), it follows that (4.55) holds. Hence, the
expression (4.51) implies (4.53). Thus, the proof of (a) is complete. From (2.19)
and (4.72) we observe that p is recovered as in (4.56). Alternatively, using (4.55)
in (4.56) we get (4.57), and therefore the proof of (b) is also completed. Let
us now prove (c¢). Having obtained F(z) and p, we see that we can recover the
potential ¢ with the help of (4.43). Thus, using (4.51) and (4.56) in (4.43) we
get ¢ as in (4.58). Similarly, having E(x) and p already recovered, we see that
we can obtain the potential r from (4.46). Therefore, using (4.51) and (4.56)
in (4.46) we get r as in (4.59). The alternate expressions (4.61) and (4.62) are
obtained by using (4.55) in (4.58) and (4.59), respectively. Next, we move to the
proof of (d). Having F(z) and p at hand, we use (2.15), (4.51), and (4.56) in
(4.24)—(4.27), respectively, and get (4.64)—(4.67). Alternatively, using (4.57) in
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(4.64)—(4.67), we obtain the alternate expressions (4.68)—(4.71). Hence, the proof
of (d) is complete. The proof of (e) is obtained as follows. Having constructed
the Jost solutions (¢, z) and (¢, z) from the solution to the Marchenko system
as in (4.64)—(4.67) or (4.68)—(4.71), we first use (2.5) and (2.6) to obtain T'(¢)
and T(¢). Since R(¢) and R({) are already included in the scattering data set,
we then use (4.7) to obtain the Jost solutions ¢(¢, ) and ¢(¢, z). Thus, the proof
of (e) is complete. O

In Theorem 4.4, the listing of the alternate recovery formulas may at first
sight look redundant because P(x) and Q(x) differ only by the scalar factor i, as
seen from (4.55). However, the alternate recovery formulas involve more than a
substitution suggested by (4.55), and that is why we provide the alternate for-
mulas in Theorem 4.4. There may be some advantages or disadvantages of using
the alternate formulas. One slight disadvantage might occur in the evaluation of
the integral of P(z) compared to the integral of Q(x). As seen from (4.52), the
quantity Q(z) consists of the difference of two functions and hence the integral
of Q(z) can be obtained by evaluating the integrals of those two functions sep-
arately. On the other hand, as seen from (4.54) the quantity P(x) consists of a
product of two functions, and hence the computation of the integral of P(x) may
be more challenging. There are some advantages of using the alternate recovery
formulas of Theorem 4.4. For example, the use of the recovery of the potentials
g and r via the alternate formulas (4.61) and (4.62) involves only the solution to
the uncoupled Marchenko system (4.41) without needing to solve the auxiliary
system (4.42). On the other hand, the recovery of ¢ and r via (4.58) and (4.59)
requires also the solution to the auxiliary system (4.42). In fact, in the special
case when ¢ and r are related to each other as r(z) = ¢(x)* or r(z) = —q(x)*,
where we use an asterisk to denote complex conjugation, the use of the alternate
recovery formulas becomes convenient. We refer the reader to Section 8 of [10]
for the details related to the reductions r(z) = £¢(z)*. In each of those two re-
duced cases, the uncoupled Marchenko system of two equations in two unknowns
is reduced to a single Marchenko integral equation with one unknown, namely,

Kl(x,y):le($+y):|:i/ dzKy1(z,2) (2 +5)Qs+y) =0, y>uz, (4.74)

where Q(y) is the quantity defined in the first equality of (4.37). Then, the
potential ¢ is recovered from the solution Ki(z,y) to the Marchenko equation
(4.74) as

q(z) = —2K;(z,z) exp <:F4z' /:O dz | K1 (z, z)|2) : (4.75)

As in any inverse problem, the inverse problem for (1.1) has four aspects:
the existence, uniqueness, reconstruction, and characterization. The existence
deals with the question whether there exists at least one pair of potentials ¢ and
r in some class corresponding to a given set of scattering data in a particular
class. Once the existence problem is solved, the uniqueness deals with the ques-
tion whether there is only one pair of potentials for that corresponding scattering
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data set or there are more such pairs. The reconstruction is concerned with the re-
covery of the potentials from the scattering data set. Finally, the characterization
deals with the specification of the class of potentials and the class of scattering
data sets so that there is a one-to-one correspondence between the elements of
the class of potentials and the class of scattering data sets. It is clear that in this
paper we only deal with the reconstruction aspect of the inverse problem for (1.1).
The remaining three aspects are challenging and need to be investigated. Since
the linear differential operator related to (1.1) is not selfadjoint, the analysis of
the inverse problem for (1.1) is naturally complicated. We anticipate that the
development of the Marchenko method in this paper will provide a motivation for
the scientific community to analyze the other three aspects of the corresponding
inverse problem.

5. Solution formulas with reflectionless scattering data

In this section we consider the linear system (1.1) with the potentials ¢ and r
when the corresponding reflection coefficients are zero. We refer to such potentials
as reflectionless. From (2.45) we know that if the right reflection coefficients R(()
and R(() are both zero then the left reflection coefficients L(¢) and L(() are also
zero. Hence, we can describe the reflectionless case for (1.1) as

R(¢)=0, R(¢)=0. (5.1)

In the reflectionless case, the quantities Q(y) and Q(y) appearing in the kernel
and the nonhomogeneous term of the Marchenko system (4.40) are determined
by the matrix triplets (A, B,C) and (4, B,C) alone. In fact, by using (5.1) in
(4.37) and (4.38), we get

Qy) = C e B, Q(y) = Ce ™ B, (5.2)
Q(y)=iCAY B, (y)=—iCAe W B. (5.3)

With the input from (5.2) and (5.3), the Marchenko system (4.40) or the equiva-
lent uncoupled Marchenko system (4.41) supplemented with (4.42) becomes ex-
plicitly solvable by using the methods of linear algebra. This is because the
corresponding integral kernel is separable in either case. Consequently, we obtain
the closed-form formulas for the potentials and Jost solutions for (1.1) corre-
sponding to all reflectionless scattering data, where the formulas are explicitly
expressed in terms of the two matrix triplets.

In [10] we have studied the nonlinear system (1.2) associated with the linear
system (1.1) when the potentials ¢ and r contain the parameter ¢ in addition
to the independent variable x. Consequently, most of the proofs of the results
presented in this section can also be obtained by using the proofs in Section 4
of [10] by letting ¢ = 0 in those proofs.

In the next theorem, we show that, in the reflectionless case (5.1), the integrals
of the potentials ¢ and r over x € R each vanish.
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Theorem 5.1. Assume that the potentials ¢ and r in (1.1) belong to the
Schwartz class and that the corresponding reflection coefficients R(C) and R(()
appearing in (2.7) and (2.8), respectively, are zero. Then, we have

/ dzq(z / dzr(z (5.4)

Proof. From the leading asymptotics as ( — 0 in (2.42) and (2.43), we see
that (5.4) holds. O

In the next theorem, in the reflectionless case (5.1), it is shown that the
transmission coefficients for (1.1) are uniquely determined by the matrices A and
A appearing in the matrix triplets (A, B,C) and (A, B,C).

Theorem 5.2. Assume that the potentials q and r in (1.1) belong to the
Schwartz class and that the corresponding reflection coefficients R(C) and R(C)
appearing in (2.7) and (2.8), respectively, are zero. Let T'(¢) and T(C) be the cor-
responding transmission coefficients that appear in (2.5) and (2.6), respectively,
and let the parameters X\ and ¢ be related as in (2.15). Suppose that the corre-
sponding bound-state information is described by the two sets in (3.7), with N
distinct poles of T(C) occurring at A = X; in CT with multiplicity m; and with
N distinct poles of T(C) occurring at A = ;\j in C™ with multiplicity m;. Equiv-
alently, let the corresponding bound-state information be described by the pair of
matriz triplets (A, B,C) and (A, B,C) appearing in (3.12), (3.14), (3.16), (3.17)
with eigenvalues of A located in Ct and eigenvalues of A located in C~. We have
the following:

(a) The total number of poles of T(C) including multiplicities in the upper-half
complex \-plane is equal to the total number of poles of T(C) including mul-
tiplicities in the lower-half complex A-plane. That is, we have

N =N, (5.5)
where N' and N are the numbers defined in (3.13) and (3.15), respectively.
Consequently, the matrices A and A have the same size N x N

(b) The corresponding complex constant e/? appearing in (2.38) and (2.39) is
uniquely determined by the eigenvalues of the matrices A and A and their
corresponding multiplicities. We have

N
[TOw

eh? = J:V , (5.6)
Lo

with the restriction N' = N. The expression in (5.6) is equivalent to the
determinant expression -
eiiu‘/2 det[A

det[ A]

(5.7)
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(¢) The transmission coefficients T'(C) and T(¢) are determined by the eigenval-
ues of the matrices A and A and their corresponding multiplicities, and for
A € C we have

(M) —1)™ (\/A;) —1)™

] I«
11

T(C) = J:V ) T(C) - ; ’ (5'8)
it it

(A/A;) — )™ A =17

with the restriction N' = N. The two expressions in (5.8) are equivalent to
the pair of respective determinant equations given by

_det[(AATE = 1)) _ . det[AATL = I)]
O=Goat=ny "O=gmpoai—pp 26 6
which implies that
T(¢)=1/T(), MeC. (5.10)

Thus, the zeros of T(C) corresponds to the poles of T'(C) and vice versa.

Proof. In the reflectionless case (5.1), from (2.44) we see that
TTE) =1, MAeR. (5.11)

Let us write (5.11) as

N N

| [ C [ He-

2 7(¢) JJ;— = 2T | F , AeR
H (A=x)"™ H (A =)™
B B (5.12)

Without loss of any generality, we can assume that N' > N. From Theorem 2.5(a)
it follows that the left-hand side of (5.12) is analytic in A € C™, is continuous
in A € C+, and behaves as M "N[1 + O(1/A)] as A — oo in CF. From Theo-
rem 2.5(b), it follows that the right-hand side of (5.12) is analytic in A € C™, is
continuous in A € C—, and and behaves as AN ~V[1 + O(1/)\)] as A = oo in C—.
Thus, with the help of Liouville’s theorem we conclude that both sides of (5.12)
must be equal to a monic polynomial in A of degree N” — A. Next, by taking the
reciprocals of both sides of (5.12) we get

N N

C(meew) (Teewe
er/2T(() kJ:Vl = e () kJ:Vl ;o AeR
[T =)™ [T=2)m™
=1 i=1

(5.13)
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Again, from Theorem 2.5(a) it follows that the left-hand side of (5.13) is analytic
in A € C*, is continuous in A € CF, and and behaves as MV "N[1 4+ O(1/))] a

A — oo in C*. From Theorem 2.5(b), it follows that the right-hand side of (5. 13)
is analytic in A € C~, continuous in A € C—, and behaves as AN "N[1 + O(1/))]
as A\ — oo in C—. Thus, with the help of Liouville’s theorem we conclude that
both sides of (5.13) must be identically equal to zero unless N' = N. From (2.40)
and (2.41) we know that neither side of (5.13) can identically vanish. Thus, (5.5)
must hold. Hence, the proof of (a) is complete. Since each side of (5.12) is a
monic polynomial in A of degree N'— N, we see that (5.5) implies that each side
of (5.12) is identically equal to 1. Therefore, for A € C we have

[T O=2)™ H

T =2 | L | T(Q) = et —j; . (5.14)
H (=)™

Evaluating (5.14) at A = 0 and using (2.40) and (2.41), we obtain (5.6) with the
understanding that (5.5) is valid. Thus, the proof of (b) is complete. Using (5.6)
in (5.14) we get (5.8). From (3.8), (3.10), (3.12), and (3.16) we see that A and A
are upper-triangular matrices. Hence, (5.8) and (5.9) are equivalent. O

As we see from Theorem 5.2(b), in the reflectionless case (5.1) the matrices C'
and C' in the matrix triplets (A, B, C) and (A, B, C)) appearing in (3.12), (3.14),
(3.16), (3.17) play no role in the determination of the quantity e’/2, where u is
the complex constant determined by the potentials ¢ and r via (2.19). In the
next theorem, we show that C' and C' have some limited effect on the value of u
itself.

Theorem 5.3. Assume that the potentials q and r in (1.1) belong to the
Schwartz class and that the corresponding reflection coefficients R(C) and R(C)
appearing in (2.7) and (2.8), respectively, are zero. Let p denote the correspond-
ing complex constant defined in (2.19). The bound-state norming constants cjj
and ¢ji, appearing in the bound-state data specified in (3.7), or equivalently the
two matrices C and C appearing in the corresponding matriz triplets (A, B, C)
and (A, B,C), can affect the value of p in a limited way. In fact, any change in
C and C can only change the value of the integer n in the expression

1= —2i log [det[A A_l]] +4rmn, nez, (5.15)
where log denotes the principal branch of the complex logarithm function.

Proof. By taking the logarithm of both sides of (5.7), we obtain (5.15). Since
the complex logarithm function is infinitely many valued, we have the term 47n
n (5.15). O

Let us comment on Theorem 5.2(b) and Theorem 5.3. In the reflectionless

case (5.1), even though ¢'/2 is uniquely determined by the matrices A and A,
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the complex constant j itself is not uniquely determined by A and A alone. This
is expected because, if we change C' and C while keeping A and A unchanged,
the potentials ¢ and r change and hence, as implied by (2.19) the value of u may
change. What is remarkable about Theorem 5.3 is that the change in u can only
occur in integer multiples of 47. In Section 6 we illustrate Theorem 5.3 with some
explicit examples. We pose it as an open problem whether a physical explanation
can be found why the change in g can only occur in integer multiples of 47 and
whether such integers are restricted to a smaller set.

In the next theorem, we present the solution to the Marchenko system (4.40)
in the reflectionless case (5.1), where the solution is explicitly expressed in terms
of the two matrix triplets (A, B,C) and (4, B, 0).

Theorem 5.4. When the reflectionless scattering data set given in (5.2) and
(5.3) is used as input, the Marchenko system (4.40) corresponding to (1.1) has the
solution expressed in closed form in terms of the triplets (A, B,C) and (A, B,C),
and we have

Ki(z,y) = —Ce W T(z)"1e ™ B, (5.16)
Ky(z,y) = C D ()71 iA® M Ae iAlety) B (5.17)
Ki(z,y) = Ce ™ T(z)~ e A% § A iAW+ B, (5.18)
Ky(z,y) = —C e T(z) "1 B, (5.19)

where T'(x), T'(z), M, and M are the matrices defined in terms of the two matriz
triplets as

[(z) = I — 4% M Ae™24% ) 4%, (5.20)
[(z):=1- e~ AT I A AT Me_i’z‘x, (5.21)
8} = _ S - _ .
M = / dze*BCe ™% M = / dze "% B C e, (5.22)
0 0

with I denoting the identity matrix whose size is not necessarily the same in dif-
ferent appearances. The constant matrices M and M can alternatively be obtained
by solving the two respective matriz-valued linear systems

AM — MA=iBC, MA- AM =iBC. (5.23)

Proof. The Marchenko system (4.40) is equivalent to the uncoupled system
(4.41) and the related auxiliary system (4.42). We use (5.2) and (5.3) as input
0 (4.41) and (4.42), and from the first line of (4.41) we get

Ki(z,y) + Ce A7V B
OO OO . . — e e -
—i—i/ dz/ ds Ky (z,2)i C Ae*+ids pCe~iAs—idy B —
x X
whose solution has the form

Ki(z,y) = Hy(z) e ™Y B, (5.24)
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with Hj(z) satisfying
S S Y — . . —_ - A —_ - A
Hi(x) [I - / dz/ dse™* BC e A BC e7™%| = —C e, (5.25)
x x

The matrix in the brackets in (5.25) is equal to I'(x) defined in (5.21), and this
can be seen by observing that

o0 1 . A —_ .
/ dz e ™% B eih% = 742 gt (5.26)
xw . — A . A
/ ds e BC ™% = 4% £ o=t (5.27)
x

where M and M are the constant matrices defined in (5.22). Since the eigenvalues
of A are located in C* and the eigenvalues of A are located in C™, the integrals in
(5.26) and (5.27) are well defined. From (5.26) and (5.27), by directly evaluating
the right-hand sides in (5.23), we can confirm that the two matrix-valued linear
equations in (5.23) are satisfied. From (5.24) we obtain

Hy(z) = —Ce e T(2) L, (5.28)

and using (5.28) in (5.24) we get (5.16). We obtain (5.19) in a similar manner, by
using (5.2) and (5.3) as input in the second line of (4.41). Finally, using (5.16)
and (5.19) as input to (4.42), with the help of (5.3) we get (5.17) and (5.18). O

In the next theorem, in the reflectionless case (5.1), we present the explicit
expressions for the key quantity E(x) and the potentials ¢ and r associated with
(1.1). As indicated in Theorem 5.2(a), unless the two matrix triplets have the
same size, the corresponding potentials cannot both belong to the Schwartz class.

Theorem 5.5. When the reflectionless scattering data set given in (5.2) and
(5.3) containing the two matriz triplets (A, B,C) and (A, B,C) is used as input
in the Marchenko system (4.40) associated with (1.1), we have the following:

(a) The corresponding key quantity E(x) defined in (2.18) is expressed explicitly

i terms of the two matriz triplets, and we have

E(z) = exp (2 / Oo dz Q(z)> : (5.29)

where Q(x) is the scalar quantity defined in (4.52) with K1(x, ) and Ko(z, x)
explicitly expressed in terms of the matriz triplets as
Ki(z,x) = Ce i f‘(x)_le_iAxMA ¥4 B, (5.30)
Ko(z,z) = Ce D(z) te M A e 2idrp (5.31)
with M and M being the constant matrices in (5.22), and I'(z) and T(x)

being the matrices defined in (5.20) and (5.21), respectively. Alternatively,
we have

E(z) = exp <2¢ / ’ dzP(z)), (5.32)

—00
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where P(x) is the scalar quantity defined in (4.54) with K1(x, ) and Ko(z, x)
explicitly expressed in terms of the matriz triplets as
Ki(z,2) = —Ce A (z) e 47 B, (5.33)
Ky(x,x) = —C ()1 €42 B, (5.34)

(b) The corresponding potentials q and r in (1.1) are expressed explicitly in terms
of the matrixz triplets (A, B,C) and (A, B,C), and we have

q(x) = (26’ e iA [(x)™? e iA B) e 4Q(®) (5.35)

r(z) = (2C AT (z) 7L T B) Q@) (5.36)
where we recall that Q(x) is related to Q(x) as in (4.60). Alternatively, we
have

q(z) = (QC_' e—AT [(z)~! e—AT B) e~ HP@), (5.37)

r(z) = (2C e N O e B) eMP@) (5.38)

where we recall that P(x) is related to P(x) as in (4.63).

Proof. We obtain (5.30) and (5.31) from (5.18) and (5.17), respectively, by
using y = x there. Then, (5.29) directly follows from (4.51) and (4.52). In a
similar way, (5.33) and (5.34) are obtained from (5.16) and (5.19), respectively,
by letting y = x there. Then, the alternate expression (5.32) is obtained with
the help of (4.53) and (4.54). Hence, the proof of (a) is complete. We get (5.35)
by using (4.58) with the help of (4.52), (5.30), (5.31), and (5.33). In a similar
manner, we obtain (5.36) by using (4.59) with the help of (4.52), (5.30), (5.31),
and (5.34). The alternate expressions (5.37) and (5.38) are obtained from (4.61)
and (4.62), respectively, with the help of (5.33) and (5.34). O

In the next theorem, in the reflectionless case (5.1) we present the explicit
formulas for the Jost solutions to (1.1) expressed explicitly in terms of the matrix
triplet pair (A, B,C) and (A, B,C).

Theorem 5.6. Assume that the quantities (y) and Q(y) in (5.2) expressed
in terms of the two matriz triplets (A, B,C) and (A, B,C) are used as input to the
Marchenko system (4.40) associated with (1.1). Let the parameter X be related to
the spectral parameter ¢ as in (2.15). Then, the corresponding four Jost solutions
to (1.1) with the respective asymptotics in (2.1)—~(2.4) can be expressed explicitly
in terms of the matriz triplets (A, B,C) and (A, B, C), and we have the following:

(a) The Jost solutions (¢, z) and (¢, z) are expressed in terms of the two matriz
triplets as

D1(C,x) = iV AN [C e e p1 (A - A1) e*l’f“xé} ¢29) (5.39)

Uo(C,x) = e [1 —iC M AT M A (A - D) e_QiAzB] ?2@ " (5.40)
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o (¢x) = e~ [1 +iC emiAep—1 o—ide yr A (A— )\I)fl GZiAmB} G—QQ(;E)’
(5.41)
772)2(@ '73) = —ivV e |:C eiAIF_l (A — )\I)il eiAxB] 62Q(x)’ (5'42)

where M and M are the constant matrices defined in (5.22); T and T are the
matrices appearing in (5.20) and (5.21), respectively; and Q(z) is related to
Q(z) as in (4.60) with Q(zx) being the quantity in (4.52) with its right-hand
side expressed by using (5.30) and (5.31).

(b) Alternatively, the Jost solutions (¢, x) and ¥(,x) are expressed in terms of
the matrix triplet pair as

Y1(G2) = VAN [ e ATl (A - A1) T AT B e 2P, (5.43)
(¢, x) = € [1 —iC I MM A (A — AT) e B A B] (2 P(),
(5.44)
P1(C ) = e [1 40 emiAnp—1 g=idw 4 (A= D)1 622‘1413} 2P,
(5.45)
Po(C ) = —ivhe [C’ el (4 — A1) ez‘Ach] 2 P). (5.46)

where P(x) is related to P(x) as in (4.63) with P(x) being the scalar quantity
in (4.54) with its right-hand side expressed by using (5.33) and (5.34).
(c) For the Jost solutions ¢(C,x) and ¢(¢), we have

¢(C,2) =T () ¥(C,2), (¢, 2) =T(C) (), (5.47)

where the transmission coefficients T(¢) and T(¢) are expressed in terms of
the matrices A and A as in (5.9), and where the Jost solutions ¥((,z) and

W(C,x) are expressed in terms of the matriz triplet pair as in (5.39)—(5.42)
or alternatively as in (5.43)—(5.46).

Proof. We obtain (5.39)—(5.42) by using (4.64)—(4.67) with the help of (5.16)—
(5.19), (5.29)—(5.31), (5.33), and (5.34). Similarly, we get the alternate expres-
sions (5.43)—(5.46) by using (4.68)—(4.71) with the help of (5.16)—(5.19) and
(5.30)—(5.34). We obtain (5.47) by first using (5.1) in (4.7) and then by using
(5.10) in the resulting equalities. O

As indicated at the end of Section 4, in this paper we only deal with the
reconstruction aspect of the inverse problem for (1.1). Hence, the results pre-
sented in this section should be interpreted in the sense of the reconstruction.
The potentials and the corresponding Jost solutions are reconstructed explicitly
in Theorems 5.5 and 5.6, respectively, from their reflectionless scattering data
expressed in terms of a pair of matrix triplets. When the potentials ¢ and r
belong to the Schwartz class, there are additional restrictions on the two matrix
triplets used in Theorem 5.5. As seen from (5.35) and (5.36), those restrictions
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amount to the following: The determinants of the matrices I'(x) and ['(z) defined
in (5.20) and (5.21) should not vanish for any x € R, and the exponential terms
in (5.35) and (5.36) should not cause an exponential increase and in fact should
not yield a nonzero asymptotic value as x — £oo. In Section 6 we present some
explicit examples of potentials violating such restrictions as well as some explicit
examples satisfying those restrictions.

Let us remark that the result presented in Theorem 5.2(a) for (1.1) holds
also for the AKNS system given in (1.7). Next, we present that result as a
corollary because its proof follows by essentially repeating the proof given for
Theorem 5.2(a). We recall that we use the superscript (u,v) to refer to the
quantities relevant to (1.7).

Corollary 5.7. Let the potentials u and v in the AKNS system (1.7) be-
long to the Schwartz class. Let us also assume that the corresponding reflection
coefficients RV (X) and R(™“Y)(\) are zero for all A € R. Then, the number
of bound-state poles, including the multiplicities, of the transmission coefficient
T(““’)()\) in CT must be equal to the number of bound-state poles, including the
multiplicities, of the transmission coefficient T(“)(\) in C~.

We remark that, as indicated in Theorem 5.2(a) and Corollary 5.7, the equiv-
alence of the respective number of bound states is when the multiplicities are
included in the counting. This issue is illustrated in Section 6.

6. Explicit examples

In this section we elaborate on the results presented in the previous sections
and provide some illustrative examples.

As indicated in Section 3, for the linear system (1.1) one can construct the
norming constants c;; appearing in (3.7) explicitly in terms of the residues ¢, for
1 <k <mj; and the dependency constants 7, for 0 < k£ < m; — 1. Similarly, one
can construct the norming constants ¢, appearing in (3.7) explicitly in terms
of the residues ¢;; for 1 < k < m; and construct the dependency constants ;i
for 0 < k < m; — 1. In the first two examples, we illustrate that construction
and observe that, especially in the case of bound states with multiplicities, it is
cumbersome to deal with the individual norming constants, and it is better to
use the bound-state information not in the form given in (3.7) but rather in the
form of the matrix triplet pair (A4, B,C) and (4, B,C).

The first example considers the norming constants for simple bound states.

Example 6.1. Consider the linear system (1.1) with the potentials ¢ and r
in the Schwartz class. We elaborate on step (d) appearing in the beginning of
Section 3. If the bound state at A = A; is simple, then we have m; = 1 and hence
there is only one norming constant cjo. By proceeding as in [9] we obtain

it 750

G (6.1)

Cj0 =
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where (; is the complex number in the first quadrant in C so that \; = CJZ, the
complex constant ¢j; corresponds to the residue in (3.1) in the expansion of the
transmission coefficient 7(¢), i.e.

t.
() = 5 —ﬂx +O(1), A=),
J

and ;o is the dependency constant appearing in (3.3), i.e.
B(Gjs @) = Y0 ¥(§ ),

with ¥((,x) and ¢((,z) being the Jost solutions to (1.1) with the asymptotics
(2.1) and (2.3), respectively. If the bound state at A = A; is simple, we have
m; = 1 and hence there is only one norming constant ¢;o, which is expressed as

_ i 51750
Cjo = —2 2 5 (6.2)
G
where g_j is the complex number in the fourth quadrant in C for which we have
Aj = C]?, the complex constant ¢;; corresponds to the residue in (3.2) in the

expansion of the transmission coefficient T((), i.e.
) £ _
T(()=—"=+0(1), X=X,

and 7jo is the dependency constant appearing in (3.5), i.e.
oG5, ) = 7jo ¥ (G ),

with ¥(¢,x) and @(¢, ) being the Jost solutions to (1.1) with the asymptotics
(2.2) and (2.4), respectively. As seen from (6.1) and (6.2), one can get (6.2) from
(6.1) by using the substitutions

A= N, tig = ik, Vik & Yjks  Cjk — Cik- (6.3)

The next example considers the norming constants for bound states with
multiplicities.

Example 6.2. As in Example 6.1, we again consider the linear system (1.1)
with the potentials ¢ and 7 in the Schwartz class, and we elaborate on step (d)
appearing in the beginning of Section 3. If the bound state at A = A; is double,
we have m; = 2 and there are only two norming constant c;jo and c;1, which are
expressed in terms of the residues t;; and ¢;2 and the dependency constants ;o
and 7,1 as

e = it %’07

G

. . (6.4)
cjo = — 4L _ itz (,Y.l - m)
’ G G \7To2n )
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where we recall that (; is the complex constant in the first quadrant in C for
which we have \; = CJZ. If the bound state at A = ;\j is double, then we have
m; = 2 and there are only two norming constant ¢;o and ¢;1, which are obtained
from (6.4) by using the substitutions given in (6.3). For a triple bound state at
A= \j, we have m; = 3 and the three norming constants are expressed in terms
of the residues t;1, tj2, tj3 and the dependency constants v;o, 7,1, Vj2 as

iy = _iti3 750
7 CJ )
iti2vj0  ity3 ( ’on)
iy = — 200 A 50 )
’ G G\ 2y (6.5)
W_JMW_M%W_W>JW,MJm3m.
J ¢ G 72N 2¢; \ 77N 42

J

For a bound state at A = j\j of multiplicity three, we can obtain the norming con-
stants ¢jo, ¢;1, j2 from (6.5) by using the substitutions in (6.3). For bound states
with higher multiplicities, the norming constants can be explicitly constructed by
using the corresponding residues and the dependency constants. However, as al-
ready mentioned, the use of the matrix triplet pair (A4, B,C) and (4, B, C) is the
simplest and most elegant way to represent the bound-state information without
having to deal with any cumbersome formulas involving the individual norming
constants.

The formulas presented in Theorems 5.5 and 5.6 express, in the reflectionless
case (5.1), the relevant quantities for (1.1) in a compact form with the help of ma-
trix exponentials. We have prepared a Mathematica notebook, available from the
first author’s webpage [11], using the matrix triplets (A, B,C) and (4, B,C) as
input and evaluating all the relevant quantities by expressing the matrix exponen-
tials in terms of elementary functions. In particular, our Mathematica notebook
provides in terms of elementary functions the solution to the Marchenko system
as indicated in Theorem 5.4, the potentials ¢ and r given in Theorem 5.5, the
Jost solutions as described in Theorem 5.6, the transmission coefficients T'(¢) and
T(¢) as described in (5.9), and the corresponding auxiliary quantities E(x) and
w as given in (5.29) and (5.15), respectively. It also verifies that (1.1) is satisfied
when those expressions for the potentials and the Jost solutions are used in (1.1).
As the matrix sizes in the triplets get large, contrary to the compact expressions
involving the matrix exponentials, the equivalent expressions presented in terms
of elementary functions become lengthy.

In the next example, in the reflectionless case (5.1), we express the corre-
sponding potentials and transmission coefficients for (1.1) explicitly in terms of
two 1 x 1 matrix triplets. We recall that the parameter ) is related to the spectral
parameter ¢ as in (2.15).

Example 6.3. IEI tkle reflectionless case (5.1), let us choose our matrix triplets
(A,B,C) and (A, B,C) as

A=[a], B=[], C=[], A=[-8], B=[], C=1[5]. (66)
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where «, 3, 7, and ¢ are some complex constants. Using the procedure described
in Theorem 5.2, Theorem 5.4, and Theorem 5.5, we obtain the key quantity F(x)
defined in (2.18), the transmission coefﬁments T(( ) and T'(¢), and the potentials
q and r explicitly in terms of «, 3, 7, and ¢ as

B [(a + 5)2 + a,y(se%x(a—l-ﬁ)}

B0 ==l 57— proeresm) o
7(0) EA 2 T0--0555 (68)

A
(o) = DO B [(at B) — pydetieletd) (6.10)

[(a + B8)? + aydetivla+s)]?

We obtain the four Jost solutions explicitly expressed in terms of «, 3, v, and 6,
but we do not display those expressions in our paper. We also verify that (1.1)
is satisfied by those Jost solutions with the potentials ¢ and r given in (6.9) and
(6.10), respectively. If we choose the four parameters appearing in (6.6) as

(a, B,7,0) = (3i,2i,3,1), (6.11)

from (6.7)—(6.10) we get
T(C) = —M () = —M p=2r+2in(3/2),  (6.12)
o) = 505 (25102 — 95) ) = 150 (25¢10% + 61) | (6.13)

(25e10% 4 6i)? (25e102 — 97)?

where p is the complex constant defined in (2.19). The absolute values |g(z)| and
|r(z)| corresponding to the potentials in (6.13) are plotted in Figure 6.1. From

19(x)1 1r(x)|

X

\ L !
-1.0 -0.5 -1.0 -0.5 0.5 1.0

Fig. 6.1: The absolute potentials corresponding to (6.13) in Example 6.3.

(6.13) we confirm that both ¢ and r belong to the Schwartz class. We also verify
that the potentials presented in (6.13) satisfy (5.4). Without changing o and
n (6.11), if we instead use the input with

(a7 ﬁ)f% 5) = (37’7 217 17 _3)7
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we then get

15057 (25e10¢ 4 94 50t (25107 _ 64
— ( 5 ), r(z) = ( 5 ), (6.14)
(25102 — 64) (25e107 1 95)

w= —2m+ 2i In(3/2), (6.15)

q(z) =

with the same T'(¢) and T(¢) as in (6.12). The potentials ¢ and 7 in (6.14) also

19(x)1 1r(x)1
10F

L x \ L ! x
-1.0 -0.5 0.5 1.0 -1.0 -0.5 0.5 1.0

Fig. 6.2: The absolute potentials corresponding to (6.14) in Example 6.3.

belong to the Schwartz class, they satisfy (5.4). We remark that the two p values
appearing in (6.12) and (6.15) differ by 47, which is compatible with the result of
Theorem 5.3. The plots of absolute potentials corresponding to ¢ and r in (6.14)
are presented in Figure 6.2. We remark that, except for some scaling, the plots
in Figures 6.1 and 6.2 look similar. Let us choose the four parameters appearing
in (6.6) as

(o, 8,7,0) = (—1,2,3,17), (6.16)

which violates the necessary condition that v and S must have positive imaginary
parts in order for the potentials ¢ and r to belong to the Schwartz class. With
the input in (6.16), the potentials and the transmission coefficients are given by

the explicit expressions

19(x)1
0.25 1r(x)1

0.20 -
0151

010

0.05

. . . . . Ly \ , A
-6 -4 -2 0 2 4 6 -6 -4 -2

Fig. 6.3: The absolute potentials corresponding to (6.17) in Example 6.3.

26N (i 4 3e7) 360 — 6e” "
i) = (i + 6e2iz)? () = (i + 3e2iw)? (6.17)
70 = 22 g = 2D (6.15)

20+ 1)’ A+2
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The transmission coefficients in (6.18) are unorthodox in the sense that they have
zeros and poles for real values of A\. The potentials g and r presented in (6.17) are
both periodic with the same period of w. We note that the absolute potentials
corresponding to (6.17) are given by

lg(x)| = 2,/10 + 6sin(2z) (x| = 34/37 + 125sin(2z)

37+ 12sin(2z) ’ 5+ 3sin(2z)

and they are plotted in Figure 6.3. Next, we use another unorthodox set of values
for the four parameters, and we choose

(O"6777 5) = (_172i737i)7 (619)

and we get the corresponding potentials and transmission coeflicients as
1901 1r(x)1

L Loy L L L
-2 -1 1 2 -2 -1 1 2

Fig. 6.4: The absolute potentials in (6.20) and (6.21) of Example 6.3.

8 62 2ix (3Z+ 3+4Z 21:5+41‘)

a(z) = [—6 + (3 + 4i)e2izt4z]? ' (6.20)
(18 + 24i)e™ (—6 + (3 4 4i)e?i =)

r(@) = [3i + (3 + 4i)e2iv+ia)? 7 (621

10 = S 10 =250 (6.22)

The input in (6.19) is still unorthodox because o does not have a positive imagi-
nary part. As a result, as seen from (6.22) the transmission coefficient T'(¢) has a
pole at a real value of A and the transmission coefficient 7(¢) has a zero at a real
value of X\. Consequently, we do not expect that the potentials ¢ and r given in
(6.20) and (6.21), respectively, belong to the Schwartz class. In fact, from (6.20)
we obtain |g(x)| — 5/6 as x — —oo and from (6.21) we see that |r(z)| — 6 as
x — +00. We present the plots of the absolute potentials corresponding to (6.20)
and (6.21) in Figure 6.4. Finally in this example, we choose the four parameters
as

(a, B,7,6) = (3i,2i,3,1). (6.23)

Corresponding to the input in (6.23) we have the potentials and transmission
coefficients given by
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19(x)1 1r(x)1

X
-1.0 -0.5 0.5 1.0

Fig. 6.5: The absolute potentials related to (6.24) in Example 6.3.
50057 (9 4 25¢'07) 150" (—6 + 25¢'07)
= rwr) =

(=) (—6 4 25¢107)% (9 + 25¢102)? 7 (6.24)
3 +20) . —2(A—30)
T(C) = 20 —30) () = B2

Even though both o and f in (6.23) have positive imaginary parts, the choice of §
in (6.23) causes the potential ¢ to have a singularity at + = —(1/10) In(25/6). The
plots of the absolute potentials corresponding to (6.24) is presented in Figure 6.4,
where |g(x)| becomes infinite at z = —(1/10) In(25/6).

In the next example we illustrate the reflectionless case in the reduced case,
where the potential g can alternatively be obtained as in (4.75) from the solution
to the single Marchenko integral equation (4.74).

1991

4 -

X

-4 _‘3 —‘2 —"1 (0] "I 2
Fig. 6.6: The absolute potential related to (6.25) and (6.26) in Example 6.4.

Example 6.4. Consider the reflectionless scattering data described by the
matrix triplets (4, B,C) and (4, B, C) given by

i 0 0 1
A=10 2¢ 0|, B=|1|, C=[1 1 1], (6.25)

0 0 3i 1
A=A*, B=B, C=C" (6.26)

We remark that both C' and C are real in the special case of (6.25) and (6.26).
From the reflectionless data in (6.25) and (6.26), we observe that the potentials ¢
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1g(x) 1
6

x
-10 -5 (o] 5

Fig. 6.7: The absolute potential related to (6.30)—(6.32) in Example 6.4.

19()1 1761
300

25

- x
6

Fig. 6.8: The absolute potentials related to (6.35) with 4 = —87 in Example 6.5.

and r in (1.1) are related to each other as r(z) = ¢(x)*, where we recall that we
use an asterisk to denote complex conjugation. Hence, it is enough to consider
the potential ¢ only. Using the matrix triplet (A4, B, C') given in (6.25) as input to
the first equality in (5.2), we solve the corresponding Marchenko equation (4.74)
with the upper sign there and recover the potential ¢ with the help of (4.75).
The potential ¢ in this case is given by

B 48(w3 + wy)
ws + We

q(zx) exp <2x + 4i tan™! (wy/wo) >, (6.27)

where we have defined

w1 = 24e* (=216 — 36002 — 18675¢*® — 180005 — 5000e3* 4 129600002°%),
ws = —1+ 1000e'* [25920 + 62208¢>" + 116640e** + 103680e°” + 77760e> ],
w3 := 6 4 75e%® + 50e™ + 43200ie5% + 334800ie3® + 6480007107,

wyq = 10000e** (99i + 367> — 1296¢*” — 1296e5” — 1296¢>*)

ws == —i + 5184e™ + 86400e%7 + 4482005 + 432000e%% + 10000(12+2592i)e!??,
we == 1000e'*" (62208i + 116640ie>” + 103680ie™” + 77760ie%" — 311040¢'%%) .

Corresponding to the input (6.25) and (6.26) and the potential ¢ in (6.27), the
constant p appearing in (2.19) and the transmission coefficients 7'(¢) and T'(¢)
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19()1 1)1
3.0

25

x x

.
2 4

Fig. 6.9: The absolute potentials related to (6.36) with u = 87 in Example 6.5.

19()1 19(x)1
350

-6 -4 -2 0 2 4

Fig. 6.10: The absolute potentials related to (6.37) with 4 = —47 in Example 6.5.

are given by

- )+ 20)(A+30)
n=6m O === 0 =200 = 30) (6.28)
() :_()\—z)()\—2z)()\—3z) (6.29)

A+ 9N+ 2i) (X + 3i)°
The first plot in Figure 6.6 represents the absolute potential |g| corresponding to
the reflectionless input data (6.25). Instead of the reflectionless input (6.25), let
us use another reflectionless input given by

i 100000 0
0 i 10000 0
00 i 1000 0

A=10 00 ¢ 1 0 0|, B=|0], (6.30)
000010 0
0000041 0
00000 0 i 1]
C=[111111 1], (6.31)
A=A*", B=B, C=C" (6.32)

We note that both C' and C appearing in (6.32) are real. Corresponding to the
input data in (6.30)—(6.32), we have the analog of the expressions in (6.28) and
(6.29) given by

p =14, T(():—<;i—z>7, T(g):-(i;z:)?. (6.33)
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It takes over 200 lines to display the explicit expression for the corresponding ¢ in
terms of elementary functions without the use of matrix exponentials, and hence
we do not display it in our paper. We present the graph of the corresponding
absolute potential |¢| in the second plot in Figure 6.6. With our Mathematica
notebook we can explicitly display ¢(x), |g¢(x)|, and all the corresponding Jost
solutions. We can verify that the Jost solutions satisfy (1.1) with r(x) = g(x)*.
We remark that the number of poles of the transmission coefficients T'(¢) given
in (6.28) and (6.33), respectively, agree with the number of peaks in the corre-
sponding graphs in Figure 6.6 and Figure 6.7, respectively.

In the next example, we illustrate Theorem 5.3 and show that, in the re-
flectionless case, by only changing the matrices C' and C' in the matrix triplets
(A, B,C) and (A, B,C), we can change the constant p only as in (5.15).

Example 6.5. In the reflectionless case (5.1), let us fix the matrices 4, B, A,
and B in the matrix triplets (A, B,C) and (A, B,C), and let us only change C
and C to observe how the value of the constant u defined in (2.19) changes. Let
us use

S0 = O

1
A= é ., B=|.|, A=A*" B=B. (6.34)

O O =,

0
0
1
0 0 0 ¢

Corresponding to the reflectionless input data partially specified in (6.34), we
have the transmission coefficients

A\t A—i\*
T == T =
©0=(35) . 10-(31)
which are obtained by using (5.9). By using different C and C we would like to

show that the constant p defined in (2.19) takes the values 0, +4m, and +87. By
using the values of C' and C' given by

cC=[-3 -3 -3 =3], C=[1 11 1], (6.35)

we get u = —8m, and in Figure 6.8 we present the plots of the absolute potentials
lg| and |r| corresponding to (6.35). Next, we use the values of C' and C' given by

c=[1111, C=[33 3 3], (6.36)

and obtain p = 8m. In Figure 6.9 we present the plots of the absolute_potentials
lg| and |r| corresponding to (6.36). We then use the values of C' and C' given by

c=[22 2 -1, C=[-2 -2 -2 -1], (6.37)

which yields ¢ = —4m. In Figure 6.10 we present the plots of the abso-
lute potentials |g| and |r| corresponding to (6.37). We remark that, in Fig-
ure 6.10, the two peaks in |q(z)| occur at the finite values (—1.5007,46.7337))
and (—0.3617,24.5371)), respectively. By using the values of C' and C given by

C=[1112, C=[22 2 1], (6.38)
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19091 1)1

-6 -4 -2 0 2 4 -6 -4 -2 0 2 4

Fig. 6.11: The absolute potentials related to (6.38) with p = 47 in Example 6.5.

1g(x)| 1r(x) 1
10

o

h . .
-6 -4 -2 0 2 4

Fig. 6.12: The absolute potentials related to (6.39) with x = 0 in Example 6.5.

we obtain p = 4m. In Figure 6.11 we present the plots of the absolute potentials
lg| and |r| corresponding to (6.38). We remark that, in Figure 6.11, the peak
in |g(z)| occurs at the finite value (0.2320,31.389) and the two peaks in |r(z)]
occur at the finite values (—1.2636,36.7060) and (0.08750, 533.042), respectively.
Finally, we use the values of C' and C' given by

C=[11 -3 =3], C=[3 31 1], (6.39)

we obtain p = 0. In Figure 6.12 we present the plots of the absolute potentials
lg] and |r| corresponding to (6.39). We remark that, in Figure 6.12, the peak in
|g(x)| occurs at the finite value (0.4937, 87.6885).

In the final example, we illustrate Theorem 5.2(a) by using a pair of matrix
triplets with different sizes as input to the Marchenko system, demonstrating that
the corresponding potentials cannot both belong to the Schwartz class.

Example 6.6. Using the matrix triplet (A, B,C) and (A4, B, (') given by

i 10 0

A=10 i 1], B=10], c=1[1 1 1],
0 0 i 1

— [—i 1 _ [0 ~

A:[O _Z}, B:L], c=11 1],

as input in (5.35) and (5.36), we obtain the corresponding potentials g and r as

32
alw) = w11 + Zj?;fwm =P <2$ = 20 tan™ wy = 2 tan”) W8>’ (640
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Fig. 6.13: The absolute potentials |g| and |r| in Example 6.6.

W14 W15
wie + w17 + wig)

r(z) = X exp < — 22+ 2 tan Y wy + 20 tan"! w8>, (6.41)

where we have defined

B 2 + dx + 32e* (7 + 8x + 8x2)
512€8% + (1 + 22)2 + 64e**(—2 + x + 422 + 8x3)’
B —4(1 + z) + 32¢** (3 4 822)
3+ 8x + 4x2 + 512e8% — 32e¢4%(7 + 10z + 1622 + 1623)’
wo =14 2i — 4(1 — i)z — 4a® + 32 (i + 2),
wig =2 —i+4(1 — i)z — 4iz? — 512ie®®
+ 328 (7 + 4i + (8 — 2i)x + 8(1 — i)x? — 16i23],
w11 := (5 + 8z + 42?)? 4 262144€'5% — 3276812 (7 + 10z + 1622 + 1623),
wig := —64e7(33 4 98z + 18822 + 248123 4 1922 4 642),
w13 = 1024e%(61 + 148z + 37622 + 5442® 4 640zt + 51225 + 25629),
wig = (2 + 14+ 22)% 4 512>
—32(1 —0)e*[2 + 5i + (4 + 120)2® + (1 +4) (5z + 827)],
wis := —1 + 4096¢57(1 + 2ix — 227)
+ 64€%[—6 + 5i + (8 — 22)x + (8i — 24)2® — 1627,
wie := (14 22)(5 + dx + 42?) 4 262144€'%" 4 65536127 (—2 + 2 + 4% + 82%),
wiy := 1284 (5 4 152 + 242 4 442> + 482 + 3225),
wig := 2048€3(33 4 50z 4 602 4 162 + 9621 + 1282° 4 12819).

Wy

wg

In Figure 6.13 we present the plots of the absolute values of the potentials ¢ and r
given in (6.40) and (6.41), respectively. From (6.40) we observe that ¢ belongs to
the Schwartz class. On the other hand, from the graph in Figure 6.13 it is clear
that r cannot belong to the Schwartz class because |r(x)| becomes unbounded as
x — —oo. In this example, as © — —oo we have

wig = 422[1+0(1)], wis = —140(1), wig+wir+wig = 16z*[1+0(1)], (6.42)

and hence the term responsible for the blow up of |r(x)| as x — —oo is the term
e~2* appearing in (6.42).
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¥Y3aranbHenuii Mmeton Mapdyenko B obepHeHiit 3aa4i
PO3cCitoBaHHS JIJIsl JIIHINHOI CUCTEMU TEPIIIOTO TMOPSJIKY 3
€HEePTreTUYHO 3aJIE?KHUMMU ITOTEeHIiaJIlaMu

Tuncay Aktosun, Ramazan Ercan, and Mehmet Unlu

Meron, Map4eHKa PO3IIOBCIOIKEHO Ha OOEpPHEHY 3aJ1aqy PO3CIIOBaHHS
JUI CACTEeMHU JHHITHUX mudepeHniaJbHnX PIiBHSHb MEPIIOro MOPSIKY, siKi
MICTSTh HOTEHINAJIN TPOIOPIiiHi ClieKTpaJbHOMY Hapamerpy. Bimmosinny
cucTeMy iHTerpaJbHUX PiBHAHD MapueHKa 0/Iep2KaHO TAKUM UUHOM, IO Ieit
MeTOJ, MOXKe OYTH 3aCTOCOBAHUM JI0 IIEBHUX CUCTEM, JJIsl AKUX PaHiIIe 3aCTo-
cyBanHg MeTosry Mapuenka 0ysio HemMoxKkuBuM. [lokazaHo K MOTeHIHa N i
posB’s3ku VocTa miHiitHOT cucTeMu GyLyoThes 3 po3s’s3Kis cucrenu Map-
genka. [adopmariis mpo 3B’sg3aHi cTaHU s JIHIHHOI cuCTeMU 3 OYIb-SIKOIO
KUTBKICTIO 3B’SI3aHUX CTAHIB i OyIb-AKUMU KPATHOCTSIMU OIMCAHA B TEPMi-
Hax Mapu TPIHOK CTAJIMX MATPHIlh. ¥ BUIMAJIKY, KOJU MOTEHIAIN B JiHIHHIH
cucreMi € 6e3BIIOMBHUMU, 3HAMIEHO JesKi GOPMYJ/IU sIBHUX PO3B’sI3KiB B 3a-
MKHeHi# (opwmi u1st moTentiams i s poss’askis Mocra miniitHol cncremu.
Teopisa imocTpoBana JETKUMA SIBHUMH ITPUKJIATAMI.

KirouoBi ciaoBa: meton Maptenka, y3arajibHeHe iHTerpajbHe piBHSAH-
ug Mapuenka, 3BOPOTHE PO3CIIOBaHHs, JIHIfIHA CHCTEMa, TEPIIOTO MOPSIKY,
€HEePreTUIHO 3aJIeXKHUI TOTeHIia, po3s’s3ku ocra
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