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1. Introduction

The time scale theory, which has lately attracted much attention of many
authors [6, 7], stems from doctoral dissertation research performed by Stefan
Hilger in 1988 in [16] and continued in [17]. The field of dynamic equations on
time scale gathers bonds and expands the standard theories of differential and
difference equations. Such an extension gives us an opportunity to regard the
continuous and discrete cases simultaneously. The stability theory is one of the
important branches of differential equation theory. Multiple research activities
are mainly focused on this approach (see [10] and [22]). Some of the results are
obtained for time scale dynamic equations in [21]. In particular, the time scale
stability analysis was launched in 1990s with the work of Aulbach and Hilger [2].
A particular attention was paid to the linear delta differential equations and to the
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asymptotic stability using Lyapunov approach in [18]. Latterly, there have been
several papers (Dacunha [13], Peterson and Raffoul [31], Bohner and Martynyuk
[8], Martynyuk [27], Martynyuk et al. [28]) studying the properties of exponential
stability of dynamical time scale systems. Perturbation theory is a pertinent
discipline for the applications of time scale dynamics which is a compilation of
methods systematically used to evaluate the global behavior of solutions to both
difference and differential equations. Within the same context, we are concerned
about developing some categories of perturbed time scale dynamics having the
formula

22 (t) = A(t)x + F(t, z), (1)

where A : T — R™" is a regressive matrix valued function and an rd-continuous
vector valued function F' : T x R™ — R"™ (see the definition of the right-dense con-
tinuous function 2.5), satisfying || F'(¢,0)|| < Fy on T, regarded as a disturbance
to the linear system

z2(t) = A(t)z. (2)

Concerning the continuous type, i.e., T = R, several results related to asymp-
totic stability using Lyapunov techniques were obtained (see [5, 14, 15]). At
first, one of the methods of the perturbation theory was referred to integral in-
equalities to quest some type of stability. In the last few years, the search was
directed to the time scale integral inequalities by using diverse techniques and
some significant results were obtained (see [8, 30, 24, 25]). We are interested in
further generalizing some nonlinear dynamic integral estimations. We show gen-
eralizations of some dynamic inequalities for handling the qualitative behavior of
trajectories of time scale perturbed systems. Here we get the explicit bounds of
solutions through certain adequate time scale integral inequalities. Lyapunov’s
direct method is one of the tools used for investigating the stability of a certain
class of systems, namely, a perturbed one. The idea of this method is to develop
the stability of the given system by measuring the rate change of the energy of
the modulated system. Lyapunov’s stability was studied for time scale dynamics
by Kaymakcalan [20]. Hoffacker and Tisdell [19] also studied Lyapunov’s direct
method. Specifically, Dacunha [13] extended Lyapunov’s second (direct) method
for application to the stability analysis of certain classes of dynamics (e.g., slowly
time-varying systems), developed and solved a time scale algebraic Lyapunov
equation. In this work, we obtain some stability results for the considered system
in the spirit of Lyapunov’s direct method even for the case where V2 is nonneg-
ative semi-definite. Basing on the work of Dacunha [13], we expect that under
certain conditions imposed on their perturbations and some matrix inequalities,
involving a symmetric definite positive matrix function, some stability properties
are insured for solutions of system (2). As an application, we give a result of sta-
bilizability of the control nonlinear time scale system. The paper starts with an
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appropriate framework of time scale calculus. We also introduce some definitions
of stability needed to characterize asymptotic trajectory behaviors for or near
the origin. Establishing some time scale integral inequalities improves studying
of stability of perturbed dynamics, which is one of the main points of our results.
Finally, the stability asymptotic convergence will be ensured by the time scale
Lyapunov’s direct method.

2. Time Scale and Stability Analysis
2.1. Time scale essentials

First, we will briefly mention some basic definitions and results of time scale
calculus for reader’s convenience, as they are detailed in the books of M. Bohner
and A. Peterson (see [7] and [6]).

Definition 2.1. A time scale T is a nonempty closed subset of the set R of
real numbers.

The standard cases comprise T =R, T = Z, T = hZ for h > 0. We assume
throughout that T has the topology that is inherited from the standard topology

on R. The notation T, and so on, will denote time scales intervals such that

T} = {t € T;a < t}, where a € T. Since a time scale may not be connected, we
need the following concept of jump operators.

Definition 2.2. Fort € T, we define:

e the forward jump operator o : T — T by o(t) := inf{s € T;s > t};
e the backward jump operator p: T — T by p(t) :=sup{s € T;s < t};
e the graininess function p: T — Ry by p(t) :=o(t) —t.

Finally, we define the set T" in the following way: T" := T—]p(sup T),sup T] if
supT < oo , otherwise, T" :=T.

The jump operators o and p allow the classification of points in T in the
following way:

Definition 2.3. A non-mazimal element t € T is said to be right-dense if
o(t) = t, right-scattered if o(t) > t, left-dense if p(t) = t, left-scattered if p(t) < t.

In the case T = R, we have o(t) = t, and if T = hZ for h > 0, then o(t) = t+h.
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Definition 2.4. Let f be a function defined on T and let t € T*. Then we
define f2(t) to be the number (provided it exists) with the following property: for
any € > 0, there is a neighborhood U of t (i.e., U =|t —§,t+ d[r for some §) such
that

(@) = f()] = f2Do(t) = sl < elo(t) — s

for alls € U. We call f2(t) the delta derivative of f at t. Moreover, we say that
f is delta differentiable on T* provided f™(t) exists for all t € T*.

Remark 2.1. Note that in the case T = R, we have f2(t) = f'(t) and
when T = Z, we get f2(t) = Af(t) = f(t+1) — f(2).

Definition 2.5.

o A function f: T — R is called rd-continuous (denote f € Cpq := Cprq(T,R)),
if
(1) fis continuous at every right-dense point on T,
(79) img_,,— f(s) exists and it is finite at every left-dense point t € T.

e A function f : T x R® — R"™ is said to be rd-continuous, if h defined by
h(t) = f(t,z(t)) is rd-continuous for any continuous function x : T — R™.

Definition 2.6. Let f € Cpq(T,R). Then a function F : T — R is called
antiderivative of f on T if it is differentiable on T* and satisfies F™(t) = f(t)
for any t € TF. In this case, we define the Cauchy integral

t
/f(s)As = F(t) — F(a) for all a,t €T.

For a more general definition of the delta integral, see [6, section 1.4].

Definition 2.7.

e An rd-continuous function p : T — R is said to be regressive (denote
p € R(T,R)) if, at all t € T",

L+ u(t)p(t) # 0.

e RT is the set of all positively regressive elements of R such that

Rt ={peR:1+ul)pt) >0 forallt €T}

Throughout we let ¢ty € T.
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Definition 2.8. Let p € R. Consider the regressive dynamic initial value-
problem

z(t) = p(t)z, z(to) = 1. (3)

The exponential function x(t) = e,(t,to) is the unique solution of (3) on T.

For what follows, we need several theorems presented below.

Theorem 2.1. (Comparison Theorem). Let z, f € C,q and p € R*. Then
22 (t) < p(t)x(t) + f(t), forallt €T,

implies
t

x(t) < x(to)ep(t, o) + /ep(t, o(1T))f(T)AT forallt € T.

to

Theorem 2.2. (Gronwall’s Inequality). Let z, f € Crq and p € RT(T,Ry).
Then

x(t) < f(t) + /:E(T)p(T)AT, forallteT,

implies
t
to
Now, we find the comparison relations from [9] between the general exponen-
tial function on time scales and the classical exponential function.
Lemma 2.1. For a nonnegative p with —p € R, we have the inequalities

t

1-— /p(u)Au <e_p(t,to) < exp{— /p(u)Au} forall t €Ty, (4)

to to

If p is rd-continuous and nonnegative, then

¢ t
1+ /p(u)Au < ep(t, ty) < exp{/p(u)Au} forall t €Ty, (5)

to to
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2.2. Definitions of stability

We consider the dynamic system defined on a time scale T as below

e (t) = f(t @), (6)

where x € R" and f: T x R" — R" is rd-continuous with || f(¢,0)|| < fo. Also
assume that the conditions for the existence and uniqueness of solutions of this
system are satisfied for all initial states (¢g, z¢) € T xR"™. For further explanations
concerning the existence and uniqueness of solutions of nonlinear systems, it is
recommended to refer to [6, section 8.2]. Designate any solution of (6) with the
initial state (tg, o) by z(t) = (¢, to, xo).

Definitions of stability of time scale systems are obtained by a slight modifi-
cation of their standard definitions for ordinary differential equations. At first,
we start from the stability characterization of trajectories closely related to the
stability of the trivial null solution of the corresponding variational equation. So,
the origin is required to be an equilibrium point.

Definition 2.9.

e The zero solution of (6) is said to be uniformly stable if for any e > 0 there
exists a 0 = 0(g) > 0 such that

lz(to)]| <6 = |t to,m0)| <&, Vte Tf. (7)

e The zero solution of (6) is said to be uniformly asymptotically stable if it
1s uniformly stable and there exists ¢ > 0, independent of to, such that

[z(to)l| <e¢ = lim |z(t to,z0)|| =0 (8)
t——+00

uniformly in tg.

e The zero solution of (6) is said to be uniformly globally asymptotically stable
if it is uniformly stable, () can be chosen to satisfy lim._, 1 6(g) = +o0,
and the relation (8) holds for every x(tg) € R™.

e The zero solution of (6) is said to be uniformly exponentially stable if there
exist the constants N,y > 0 with —\ € R™ such that for any ty and z(to),
the corresponding solution satisfies

lo(®)] < ve-x(t to) zol| V¢ € TF,. (9)

The positif reals v and \ are the so-called growth constants.
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e Fort € T, dynamical system (6) is said to be uniformly practically expo-
nentially stable if there exists a positive decreasing rd-continuous function
r(t) vanishing at infinity and positive constants v, \, with —\ € RT (v is
independent on any initial state (to,xq)) such that

llz(t)|| < ve_x(t,to)l||lzol + r(t) for all t > to. (10)

Remark 2.2. The last type of the stability aspect relates to the case where
the size of initial states can at random increase and the corresponding trajecto-
ries converge, in a stable way by a decaying time-scale exponential function, to a
small neighborhood of the origin. Especially, the definition below merely serves to
characterize the problem of asymptotic stability not for the origin, but for a neigh-
borhood of the origin approximated by a small ball of radius 7 := sup{r(t),t € T}
centered at the origin.

Definition 2.10. A mapping A : T — M, (R) is called regressive if for each
t € TF the n xn matriz I, +u(t)A(t) is invertible, where I, is the identity matriz.
The class of all regressive and rd-continuous functions A from T to M, (R) is

denoted by CrgR(T, M, (R)).
Definition 2.11. Let tg € T. The unique matriz-valued solution of the IVP,
XA(t) = A(W)X (1), X(to) = In, (11)
where A € CrqgR(T,M,(R)), is called the matrix exponential function and it is
denoted by P 4(t,tp).

R em ark 2.3. For more properties of the matrix exponential function we
refer to [6, section 5.1] and to [12] for its explicit form using Peano-Baker series.

S.K. Choi, D.M. Im, and N. Koo in [11] proved that the stability of (2) is
equivalent to the boundedness of all its solutions when A € C.qR(T, M,(R)).
Also, DaCunha in [13] proved that the uniform stability of (2) is similar to the
uniform boundedness of all its trajectories with respect to the initial point %,
given A € C,qR(T, M, (R)).

3. Main Results

3.1. Integral dynamic inequalities

We begin by recalling Pachpatte’s inequality. The following lemma is useful in
our main results and its proof in [30] uses the time scale version of the inequality
obtained by Sansone and Conti [29, p. 86]. By using Comparison Theorem 2.1
and Gronwall’s inequality 2.2, we get it.
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Lemma 3.1. Leta € T, x, o0, ¥ € Crq(T,Ry) and o be delta-differentiable on
T with o™ (t) > 0. If

x(t) < o(t) + /ﬁ(s)x(s)As, te T,

then
t

x(t) < o(a)ey(t, a) + / 0% (s)ey(t,o(s))As, t € T".

In this section, some Gronwall nonlinear dynamical integral inequalities on
time scales are enumerated by putting a nonlinear term in the integral kernel on
the right side.

Lemma 3.2. Let ¢, 0,0, a,x € Crqg(T,Ry) and a € T. Then

t

o(t) < (t) + (1) / {a(s)8(s) + x()} As

a
implies
t

o(t) < o(t) + () / {a(s)(s) + x(5)} exp]

a o

a(T)y(r)AT|As (12)

—

—

5)
forallt e TF.

Proof. Forte T/, define a function z(t) as

t

2(t) = / {a(5)6(s) + x(5)}As.
Thus, we have
8(t) < olt) +(1)=(1) (13)
and

22 () = a(t)o(t) + x(t) < [a)p(B)]2(1) + [a(t)e(t) + x(1)]. (14)
Using Comparison Theorem 2.1 for (14), it follows that

2(t) < /eaw(t’U(S))[a(S)SO(S)+x(8)]A8- (15)
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Indeed, by exponential approximation (5), we get

¢
eay(t,o(s) <exp(/ e
o(s)

(16)

This, together with relations (16) and (13), gives the required inequality in (12)

for all t € T .

For the same considered aim, we postulate the following result involving a

Lipschitz-type function in the integral kernel.

Theorem 3.1. Let a € T, ¢, 0,9 € Crq(T,R4) and P,Q : T x Ry — Ry are

rd-continuous functions satisfying

0< P(t,z) - Plt,y) < Qty)(w —y), LET, x>y > 0.

Then
60 < olt) + 010 [ Pls,o(s) s, te T,
implies
o(t) < (1) + (1) / Yexpl [ Q(r,o(r)b(r)Ar]As, +€T".
a o(s)

Proof Define a function on T by

—/tP(s

Then, a A-derivative of y with respect to t € T* yields y(t) = P(t, ¢(t)).

Using Lipchitz condition (17), for any ¢t € T", we get
y2(t) = P(t, ¢(t)) < P(t,0(t) + (t)y(t)),
P(t, (t) +9(t)y(t)) < P(t, (1)) + Q(t, ¢(t)) v (t)y(t),

Y2 (1) < Pt,e(1) + Q(t, o) ¥ (D)y (1)
By delta-integrating relation (19) from a to t € T*, we have

u(t) = / YA (5)As <

Se—_

P(s, p(s))As + / Qs o)) (s)y(s) As.
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Define two functions on T,

t

olt) = / P(s,0(s))As and 9(t) = Q(t, (1)) (1),

a

Then inequality (20) can be written as

y(t) < olt) + / 9(s)y(s)As.

a
By Lemma 3.1, relation (22) becomes

t

u(0) < [ Pls,oo)estto(s)As,

a

From Lemma 2.1, it follows that

t
eo(t,o(s)) < exp] / Q(r, p(r))(r) Ar}.
o(s)

By combining relations (21), (23) and (24), we have that

t t

u(t) < / P(s,0(s)) exp{ / Q(r, o(r))(r) Ar}As,
o(s)

a

from which we obtain the desired integral inequality (18).

(21)

(22)

Lemma 3.3. Assume thata € T, ¢, ¢, € Cpq(T,Ry). Let R(.,.): TxR; —
Ry be an rd-continuous function. In addition, the partial derivative with respect
to x is a positive rd-continuous function and monotone decreasing for x € RY. .

Then

6(t) < () + (1) / R(u, $(u))Au, t € T"

implies

o) < olt) + 0(t) [ Rlupw)exp [ S0 0()or)Ardu, t e T
a (w)

g
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Proof. Applying the mean value theorem for the function R(¢,.), then for
every x >y > 0 and ¢t € T, there exists ¢ €y, [ such that

R(t,) ~ Rity) = O (1)~ )

and, therefore, from monotony of partial derivative of R with respect to z, we
get

R(t,z) — R(t,y) < gf@, y)(z —y),

which implies that R satisfies relation (17) with Q(.,.) = g—f(., ).
The proof of the above lemma follows now by using the arguments similar to

those of Theorem 3.1. We omit the details. [

Lemma 3.4. Assume that a € T, p,¢,d,a € Crg(T,Ry), and f: Ry — Ry
is a differentiable increasing function on |0, +oo[ with continuous decreasing first
derivative 3" on |0, +oo[. If ¢ satisfies

¢
o(t) < /a ))Au, teT",

then we have the bound

t t
80 < 60 +00) [ aBo) e [ al) (o)A, 1eT"
@ o(u)
P roof. The proof is essentially identical to that of Lemma 3.3. ]

Theorem 3.2. Leta € T. If ¢, p,,h € Crq(T,Ry) and P,Q : TxR; — Ry,
are rd-continuous functions satisfying condition (17), then for every nonnegative
rd-continuous positive function ¢ satisfying the inequality

P(t) < ¢ / + h(s)]As, t e T"

implies
t

¢(t) < (1) +¢(t)/{P(S790(S)) s)} x exp / Qr P(r)Ar]As, t € T".

a o(s)
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Proof. Letus consider the mapping:

y: T — R4

Lo yt) = / (P(s, 6(s)) + h(s)} As.

The remainder of the proof is similar to that of Theorem 3.1 and we omit it here.
|

3.2. Stability via integral inequalities

Due to the form of the required system (1) that modulates a perturbation of
phenomena registered by a time-varying dynamical linear system (2), there is
an explicit form of solutions obtained in the same way as those for the discrete
and continuous cases given by Alekseev’s formula in 1961 (see [1], or some of
its generalizations [26]). Thus, we are going to utilize the recording time scale
version of the variation of parameters formula, shown in [8, section 3], to analyze
stability estimations.

In what follows, we note with z(.) = (., tp,x0) an arbitrary solution of the
perturbed time scale system (1).

Theorem 3.3. Consider the regressive time-varying perturbed system
22(t) = A(t)z + F(t,z), z(to) = o, (25)

where xg € R™. Then every solution can be written in the form

x(t) = Pa(t, to)x(to) + / DA(t,o(s))F (s, x(s))As. (26)

to

R em ar k 3.1. The uniqueness of the solution is ensured since A(t) is
a regressive matrix and f(t) = F(¢,x(t)) is an rd-continuous function for any
arbitrary time scale T. For more details, see [6, Theorem 5.8].

Certainly, by using an explicit formula of solutions (26), we are able to study
the asymptotic aspect of solutions of nonlinear systems (1), having required some
details about trajectory developments of linear systems (2) and growth rate of the
perturbed term F(.,.). That is why, the asymptotic properties of unperturbed
systems (2) are preserved for perturbed systems (1). We are interested in devel-
oping uniform asymptotic stability of the class of nonlinear perturbed time scale
systems using appropriate integral inequalities from subsection 3.1.
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First, we consider the class of systems (26) with nonlinear growth disturbance
1E @) < )]zl + x(2), (27)

where a, x(.) € Crq(T,Ry).
Theorem 3.4. Suppose that the linear system (2) is uniformly exponentially

stable with constants \ and v and the considered functions in (27), a and x,
satisfy the following conditions:

400 Yoo
a(s) - ~
— _As<d NG As < i e
/ 1= u(s) s <d < +oo, / xX(s)e_x(to,o(s))As < k < 400, o€
0 0

Then the perturbed system is uniformly practically exponentially stable.

Proof. LettoeT,teT,, and x(t) := x(t, to, xo) be a solution of system
(1) that satisfies the variation of constant formula (26).

Taking into account the nonlinear approximation (27) and the asymptotic
aspect trajectories of system (2), we can estimate the solution x(t) :

lz()]] < ye-x(t, to)l|zoll +76—A(t,to)/e—A(tmU(S))(a(S)Hx(S)H + x(5))As.

to

Applying Lemma 3.2 to the earlier line, we obtain

()]} < ye-x(t; to)[[|oll +7{/ e-x(to, o(s)) (yeu(s)e-x(s, to)l|lzoll + x(s))

xexply [ alrlens(rto)e(to,o(r)Ar)As)), (28)
o(s)

According to the convergence of integrals provided by « and x, from (28) we
extract the estimate

lz()ll <AL +~dexplydlle-x(t,to)|zoll + v explydlke_x(t to).  (29)

The above means that the trivial solution of system (1) is uniformly practically ex-
ponentially stable with decreasing radius of convergence r(t) =+ exp[yd]ke_ (¢, to).
[
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In the following theorem, we present an application of Theorem 3.1 for getting
the explicit estimation that emphasizes the required asymptotic behavior for the
solutions of the perturbed time scale system (1).

Theorem 3.5. Suppose that the trivial solution of system (2) is uniformly
exponentially stable with growth constants v and X, the perturbing term F' satisfies
the growth rate condition

[F(t o)) < P, [[zl), t€ T, =eR", (30)
where P wverifies (17) and P(t,0) = 0 for allt € T, and there exists a constant
0y > 0 such that

+o00

Q(s,0)

< Q :
T (o) As < Q < +oo, forall (t9,0) € T x [0, 6] (31)

to

Then the trivial solution of the perturbed system (1) is uniformly asymptotically
stable.

Proof Letty € T, the solution x(.,tp,zo) verify the integral equation

(26)7

x(t) = Pal(t, to)xo + /@A(t, o(s))F(s,z(s))As, te€Tf.

Then, taking the norms of both sides of (26), we obtain

(O] < [|@alt, to)llllzoll "‘/H(I)A(taU(S))HHF(va(S))HASa t € Tj,.

to

Since the unperturbed system is uniformly exponentially stable with constants -y
and A, the corresponding matrix exponential function satisfies

D4t t0)]| < vex(t,to), te€TL.

It follows that

()| < ye-x(t; to)[|zoll +V6—A(t7to)/e—x(to,0(8))IIF(S733(8))||A8-
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Applying Theorem 3.1 and using the upper bound of perturbation (30), we get

t
IOl < re-rltsto) ool + v (8 to) [ e-altaro(s)P(ssre-(s, o) ool
to
Xexp{/ Ato, o (r)Q(r,ve_x(r,to)l|zo||)ye—a(r, to) Ar}As. (32)

Furthermore, from (17), it follows that

7Q(s,0)

e_x(to,o(8))P(s,ve_x(s,to)|lxol]) < m

lzoll, s€ TS (33)

Combining (32) and (33), we obtain

(O < ve-(tsto) ool ++%e-(tsto) ool { [ m

t
xexp{fy/ Q(r’fyle_)‘f\zgj;’xOH)Ar}As}.
o(s)

If ||zo]] < ¢:= %0, then taking into account (31), we get

lz(®)]| < ve-x(t, to)llwoll + e-x(t, to)y*[lwoll x Qexp{~@Q},

lz@)ll < v +7*Qexp(YQ)]e-r(t, to) ol t € T, [laoll < e,
which characterizes the uniform asymptotic stability of the trivial solution of the

perturbed system (1) and completes the proof. |

Theorem 3.6. Assume that all the statements of Theorem 3.5 are satisfied
and condition (31) holds for all (to,0) € T x Ry. Then the trivial solution x =0
of the system is globally uniformly asymptotically stable, i.e.,

2(t, to, z0)|| < ve—x(t,to)|lwol|, t € Ty, zo € R™

Proof Lette ']I’zg, then the proof follows exactly as in Theorem 3.5 with
the observation that

()] < ye-(t, to)llzoll + 7 *e—x(t, to) o] / X(i}?()s)
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t
Q(r, ye-(r, to)[|oll)
x exp{~y / T () Ar}As.
o(s)

Then, B B
z(t)]| < ve-a(t, to)l|lzoll + v*Q exp{¥Q}e—_x(t, to)|zol|.
Thus,
|z (t, to, zo)|| < [v +7*Qexp(vQ)]e—x(t, to)||woll, V¢ € Ty, Vao € R™
The theorem is proved. u

Under rather restrictive conditions, that is, the integral boundedness of upper
bound perturbation, using inequalities of solutions given in Lemma 3.4, we obtain
the following characterization of the global uniform asymptotic stability.

Corollary 3.7. If the following conditions are satisfied:

(1) equation (2) is uniformly exponentially stable with growth constants vy and \;
(ii) the perturbed term satisfies the growth bound
IE(® 2)| < a(t)B(llz]), t € T, z € R, (34)

where a € Crq(T,Ry), B : Ry — Ry a differentiable increasing function
with 5(0) = 0 and there exists positive constant wy such that 3’ is decreasing
and bounded on [0,wg] with upper bound M > 0;

(i)

—+oco —+oc0o
[ esttaotsna@as<a, [ %Ass@ Vi e,
to to

then, the trivial solution is uniformly asymptotically stable.

P roof. For any initial condition xg = x(ty), the solution of (1) satisfies
¢
x(t) = Pa(t, to)x(to) + / DA(t,o(s))F (s, x(s))As.
to

By the uniform exponential stability of (2) with growth constants v and A, the
transition matrix verifies ||®(t,t)|| < ve_a(t,to) for all ¢ € T} . Taking the
norms of both sides and using Lemma 3.4, we have

[zl < ye-x(t; to)lzoll + ve-x(t, to)/a(S)e—A(toaU(S)W(ve—x(s,to)llfm\l)
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t
X exp[/ a(r)e_x(to, o (r)) ' (ve_x(r,to) |zol|) ye—x(r, to) Ar]As for all t € T} .
o(s)
It follows that
t
(0] < vt to)z0] +1e-(t t0) [ alse-a(to,0(5))Bre-n(s,to) o)
to

t

a(r
X exply / %ﬂ’(’yeﬁr, to)|lzol)Ar]As, for all t € T .
a(s)

Let us consider a constant € > 0.
Since (3 is continuous and 3(0) = 0, there exists d;(g) > 0 such that
51 (8) wo

ro|| < min{——=, —1} implies zol|) exp(yas M) < —,
ool < ming = 20} mplies 50 ool exp(razd) < 5

d1(g) woy.

Denote §(¢) := min{%, Yy

If the initial condition satisfies ||lzo| < &(¢), then, |lz(t)|| < e Vt € T} .

Consequently, the trivial solution of the perturbed system (1) is uniformly
stable.

Moreover, for every initial state with [|zo[| < ¢ = %2, we obtain the estimation

z(t)|| < ~le+ d1B(ye) exp(yaaM)le_z(t, to), Vt € TS .
So, there exists
1 €

e o) = = a1 B070) exp(r@2 1))

such that for all t € [to + T'(g), +oo[r, we get ||x(t,t0,z0)| < . It follows that
the trivial solution of equation (1) is uniformly asymptotically stable. |

To illustrate the useless of integral estimation obtained in Theorem 3.2, we
state the previous theorem. Using this integral estimation, we study the stability
property pertaining to the case where the initial conditions are arbitrarily en-
larged and the solutions of the system converge, in a stable way, to a closed ball
centered on the origin, not necessary to the latter.
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Theorem 3.8. If the fundamental matriz of the solution of the linear system
of the first approximation satisfies the condition

®a(t,to)| <ve_a(t,to), t €T

to?

(35)

with v > 1, A > 0,(=\) € RT, F satisfies the relation

IE@ )| < Pt |[z])) + h@), t €T, zeR",

P wverifies condition (17), h € C,q(T,R}) is a non-vanishing continuous function

satisfying
+0o0o

/ e (to, o(5))h(s)As < T < +00, Vi €T, (36)
to
and Q verifies relation (31) for all (to,0) € T x Ry, then the trivial solution is

uniformly practically exponentially stable.

Proof By using Theorem 3.2, we can proceed with the same calculation
as in the proof of Theorem 3.6 to estimate the norms of z(¢). Hence we get

[zl < ye-x(t; to)lzoll + ye-x(t, to)/[e—x(to,0(8))P(S7ve—x(sato)llon)

t
+e_x(to,o( )] exp /e A(to, o(r)Q(r,ye_x(r, to)||xol|)ye—a(r, to) Ar]As,
a(s)
Vi€ T},

Taking into account (33), (36), with a correct choice of ||zgl|, it easy to get

|2 (t, to, z0) | < [y +7*Q exp{rQ}]e-(t, to) | zo || +yh exp{rQ}e-x(t, to), Vt € Tf.

This estimation implies that the trajectories possess a uniform practical expo-
nential behavior. Thus the theorem is proved. [

Motivated by works of S.V. Babenko and A.A. Martynyuk [3] that are inter-
ested in the analysis stability of quasi-linear dynamics equations described by (1)
with nonlinear perturbation of the form

IE@ )| < a()llz]P with a(.) € Cra(T, Ry) (37)

for p > 1, we want to cover the situation for p €]0, 1[. We derive a sufficient crite-
ria for the uniform exponential stability using the time scale version of Holder’s
inequality.
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Theorem 3.9. If the following conditions are satisfied:
(i) the perturbed term F(t,z) verifies growth condition (37) with p €]0,1[;
1
(44) ftzo{e_)\(to, o(s))a(s)}sAs<a,VitgeT, withgq=1—p
(7i1) equation (2) is uniformly exponentially stable with positive constants A and vy,

then the trivial solution x(t) =0 of system (1) is uniformly exponentially stable.
Proof The solution of the perturbed system is given by a variation of
constant formula (26):

t

£(t) = B a(t, to)x(to) + / D4(t, 0(s)F(s, 2(s))As

or
t

[z@)] < [|@alt; to)[[l|z(t)] +/a(S)II‘I>A(t,0(8))Hlx(S)H”AS-

to
We have

t

lz(®)]] < ve-x(t, to)[lz(to) +76—A(tvto)/G(S)e—x(toaU(S))llfﬂ(S)HpAS (38)

to

since the homogeneous system is uniformly exponentially stable.
From time scale version of Hélder’s inequality [6, Theorem 6.13], we have

t

[ a@estto o(ollat)ras < /{a S)e_a(to,o(s))}F As]f / la(s) | AsP.

to

Then (38) implies

||$(7f)||S’Ye—x(t,to)ﬂz(to)\\+’Ye—A(t,to)[/{a(S)@—A(to, )}t As) / l(s)l|As]P.

to

(39)
By integrating both sides of (39) from ¢y to 0o, we obtain
+00 +o0 —+00
[ llate1as <5 [ eato.to)asa] + / (s |AsP x 7 [ e-(sito
to to to to
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< / {a(r)e_x(to, o(r))}F Ar7As.

If
+o0
= / lo(s)]1As,
to
“+o00
b= [ eoas.to)slo] = o
to
and

+o0o s
1
c=" / G_A(S,to)[/{a(T)e_)\(tQ,O'(T))}qAT]qAS,
to to
then the last inequality shows that the nonnegative number z satisfies the in-
equality z < b+ czP. It is easy to see that
z < 2, (40)

where z( is the unique positive root of the equation z = b + czP.
Moreover, from (40), it follows that

t “+o00
/ la(s)]|As < / la(s)l|As < 2. (41)

Substituting (41) in inequality (39), we obtain
[z (t)]] < ve_x(t, to)l|woll + yzhale_x(t, to) for all t € Ty . (42)

Taking into account that R is archimedean, we can conclude that there exists

N € N such that

N~
) 43

Y l|zoll (43)

Combining (42) and (43), we obtain the desired behavior. ]

P
zp <

3.3. Quadratic Stability

We have studied some types of stability via the time scale version of dynami-
cal integral inequalities. To study the stability of perturbed systems with growth
rate conditions of the form (30), we are in position to discuss the asymptotic
stability by using direct Lyapunov’s method. This approach was developed by
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several authors (see, e.g., [23], [32] [27] and [4]). Motivated by works of Da-
cunha [13], we give some sufficient conditions for the existence of the quadratic
Lyapunov function that ensure the desired asymptotic convergence of trajecto-
ries. He was interested in quadratic functions defined for every symmetric matrix
B(t) € CH(T,R™") as Vi(t,z(t)) = 2T (t)B(t)z(t). Obviously, we have the
growth rate condition of the perturbed term F' in the form

(8 2) || < a@®)ll2@)]], (44)

where a(t) := Q(¢,0) for all t € T, x € R" and @ as defined in relation (17). The
asymptotic aspect of any solution z(t) of system (1) results from the evolution
of the quadratic energy function mentioned below.

The delta derivative of the quadratic function Vi (¢, z(t)) is given by

Vit z()) = [T () B)] () + 2" (o) B(o(t

|
&
S
=
S W
>
=
_l_
5
58
=
o
S
=
oy
=
5
=
+
S
=
o
=
o
=
5
=

+ o+ o+ o+ + o+t
=

Theorem 3.10. If for all t € T there exists a positive definite symmetric
matrix function B(t) € Crl,d(T,R”X”), and a1, as2,b1,by € Ry such that

(1) a1l < B(t) < aol,
(ii) b1 < B2(t) < bol,
(iid) Wi(t) <0,
where

Wi(t) = bely+AT(1)B(t) + B()A(t) + p(t) B> () A(t) + B(t )B(t)
u(t) AT (1) BE(t) + p(t) AT (8) B(£)A(t) + u(t)* AT (t) B2 (1) A1)

a(t)*{2u(t)* + u(t)* +1) + pt)az + u(t)*b2} L

B2(t)B(t) + AT (1) B(t) B(t) A(t) + AT (t) B2 (1) B2 (t) A(1),

+ o+ +

then system (1) is uniformly stable.
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Proof  Let us consider z(.) = z(.,to,z0), an arbitrary trajectory of
system (1).

Define ® : M, 1 (R) xM,,(R) x M, 1 (R) — Ry, (z, M, y) — [T My+yT MTz].
Using the inequality of polarization, we can estimate certain quantities of the time
scale derivative of [V (t, z(t))]*:

®(x(t), AT (1) B(t), p()F(t, 2)) < p(t)*| F(t,2)|* + 2T () AT
®(x(t), BX(1), n(t)F(t,2)) < p(t)*| F(t,2)|* + 2" (1) B
®(a(t), AT(t) BH1), u(t)* Flt, 2)< u(t) | F (¢, 2)|*+27(6) AT(0) BAE) B A(t)a(8),
®(x(t), B(t), F(t,2)) < |F(t,2)|I* + «” () B(t) B(t)x(t). (45)

Taking the time derivative [Vi (¢, z(t))]® and using inequalities (45) and the fact
that the perturbed term has the upper bound (44), one obtains

Va(t,z(1))]>

t

\_/
D/’\
—~
=
Sy
>
—~
=
8
—~
o~

\_/

xT(t){bQIn+AT( VB(t)4+B(t)A(t)+u(t) B2 (t) A(t)+B(t)B(t)
p(t) AT (£) B2 () + u(t) AT () B(t) A(t) + u(t)* AT (t) B2 (1) A(t)
a(t)*{(2u(t)® + p(t)* + 1) + p(t)ag + p(t)*bo},
B2(t)B2(t)+ AT (1) B(t) B(t) A(t)+ A" () B2 (1) B> (1) A(t) }(t)
= 2T(OW(t)x(t).

+ o+ + A

{2
)B

From (#i7), we have
Vi(t,z(t))]* <0 for all te T, . (46)
By integrating (46) from to to ¢ , one can write
Vi(t,z(t)) < Vi(to, wo) for all ¢t € T . (47)

Moreover, we note that from (i) and (47), we obtain

|(t)]] < \/>Hx to)|| for all ¢t €Ty,

Consequently, it can be concluded that the perturbed system is uniformly stable.
This completes the proof of the theorem. [

Theorem 3.11. If for all t € T there exists a positive definite symmetric
matriz function B(t) € CL(T,R™™), and ai,as,b1,ba,c € Ry with &> € R
such that

(1) a1l < B(t) < asl,
(i1) b1l < BA(t) < bol,
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(7i1) Wi(t) < —el,
then system (1) is uniformly exponentially stable.

Proof Consider the Lyapunov function Vi (t,x(t) = 7 (t)B(t)z(t) along
an arbitrary trajectory x(t,tg, xo) of system (1). Following the same approach as
in the proof of the previous theorem, we arrive at

[Vl(t,aj(t))]A < —c|z@®)|? forallte ng.
It easy to see that
arllz@®)|? < V(t,z) < agllz(t)||* forallt e ’]I‘;’).

Hence,

Vi (t,2(8)]® < ——V(t,2(t)) forallt € T (48)
az

Using Comparison Theorem 2.1, we obtain the following estimation from (48):
Vi(t,z(t)) < V(to,mo)e_ < (t,to) forallt e TS .
a2

Consequently,

a
le@®ll </ lato)lly/e—g (6 t0) forall ¢ € TS, (49)

Immediately, the trivial solution of the perturbed system is uniformly exponen-
tially stable with rate — . This finishes the proof of the theorem. ]

According to the control analysis, the stability of dynamical control systems
is the main feature that should be taken to the consideration while choosing the
design of the system. By using a closed-loop design, we can study the exponential
stabilization with a linear state feedback control u(t) = K(t)x(t) of nonlinear
systems of the form

T2 (t) = A()z(t) + C(t)ult) + f(t,2(t), u(t)), (50)

where K : T — R™" / C: T — R™™ are variant matrices (m < n) and f is an
rd-continuous function.

Take into account that the perturbed term f satisfies a linear growth condition
similar to (44),

1t 2wl < C)[|=(E)], (51)

where ¢ € C.q(T,R;), z € R" and u € R™. For the consideration of the existence
and uniqueness of solutions of the admitted class of systems, as proved in [6,
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section 8.2], we suppose that the matrix function A + CK is regressive, f being
rd-continuous. Related to Theorem 3.11, for the explicit form of W (t), we replace
A(t) by A(t) + C(t)K(t) to get a new expression denoted by Ws(t). In this
situation, using the closed loop design, we can postulate this result for (50).

Proposition 3.1. If for all t € T there exists a positive definite symmetric
matriz function B(t) € Cid(T,R”X"), and ay,as,b1,ba,c € Ry with g—; € RT
such that

(Z) CL1I S B(t) S CLQI,
(i) byl < B2(t) < bol,
(4ii) Wa(t) < —cl,

then the nonlinear control system (50) is uniformly exponentially stabilizable by
the control u(t) = K(t)x(t).

Proof. We consider system (50) in a closed loop with the feedback controller
u(t) = K(t)z(t), we obtain a system as in (1), and then, by using Theorem
(3.11), we can deduce that u(t) = K(t)z(t) stabilizes system (50) uniformly and
exponentially . [

Now we consider the Lyapunov function for system (1):

Va(t, 2(t)) = (B (), 2(1)) + ()] (52)
The delta derivative of the scalar function
Va(t, () = [lz(6)]* = «™ (t)a(t)

with respect to t has the form

Va(t,z())]> = [7 (O] a(t) + 2" (o(t)2(1)

+ p@lFE )]

Theorem 3.12. If there exists a positive definite symmetric matriz function
B(t) € C}(T,R™™), and a1, az, b1, ba, c € Ry such that

(Z) arl < B(t) < asl,
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(ii) b1 < B2(t) < bol,
(iii) Ws(t) <0
where
Wi(t) = AT (1) +A6)+(L+p() AT () A6 +{1+a () (L+u(t) +u(t)*) M+ Wi (1),
then, system, (1) is uniformly stable.

Proof  Let us consider z(t) := x(¢,to,x0), an arbitrary solution of
system (1). Now we are in a position to show that V (¢, x(¢)), as defined in (52),
is a Lyapunov function.

To verify this, we substitute the above inequalities with growth rate condition
of the perturbed term and obtain

le @)1 + 17t )1,

FT(t,2)a(t) + 2" () F(t,2)
t P2t 2) 1 + 2 (1) AT () A(t)a(?). (53)

®(x(t), AT (1), p() F (¢, 7))

The delta derivative of the Lyapunov function V3 along the trajectories of system
(1) is given by

<
<

Va(t, z(t)]% = Va(t, ()] + [Va(t, 2 (1)) (54)
Taking into consideration relations (45), (53), (i) and (ii), we get
Va(t,z(t)))® < 2" ()Wa(t)z(t) < 0.

Analogously as in the proof of Theorem 3.10, the required feature of the
stability holds. The proof is completed. [

Theorem 3.13. If there exists a positive definite symmetric matriz function
B(t) € CL,(T,R™™), and a1, az, by, b, c € RT with 2y € R™ such that

(1) a1I < B(t) < aql,
(i3) byl < B2(t) < bol,
) Wa(t) < —cl,

lZZ

then system (1) is uniformly exponentially stable.

Proof. The proof follows exactly as in Theorem 3.11, with the observation
that the Lyapunov function V3 decreases exponentially over time in evolution.
We omit the details. ]
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Of course, the problem at hand is obtaining a proper scalar function. Now
we can introduce a new form of the energy scalar function below.

Definition 3.1. Let B(t) be a symmetric matriz such that B(t) € C.,(T,R™*")
and Vy be a candidate energy function given by

Va(t, 2(t)) =« (8) B(t)z(t) + a(llz(t)])), (55)
where a : Ry — Ry a differentiable strictly increasing function with a(0) = 0.

The delta derivative of V' along the trajectory of system (1) is given by

Va(t, z(0)]* = [ B(t)a ()] + la(|lz(t)[])]>
So, there exists ¢ in the real interval [¢,o(t)] such that

alla> = VT o

We define the operator w(t) := % fort e T.

Theorem 3.14. If there exists a positive definite symmetric matriz function
B(t) € C},(T,R™™), and a1, az, b1, by € Ry such that
(1) a1l < B(t) < aol,
(i1) bl < BA( t) < bol,
(idd) Wa(t) <
where
Wi (t) =w () [AT()+A)+Hp() AT A o) (Hrpu(t) +p(t)*) Ha] + Wi (1),

then system (1) is uniformly stable.

Proof  Let us consider z(t) := x(t,to,z0), an arbitrary solution of
system (1). Now it is possible to show that Vi(¢,x(¢)), as defined in (55), is a
decreasing function. Using the same approach of the proof as in the precedent
theorem, we arrive at

VAt z(t)) <0 forall te TS .

Integrating it from to to ¢ , we get V' (¢,z(t)) < V(to, o). Combine the inequality
above with relation (i),

Vi(t, z(t) < azllzo]|* + alllzoll) := B(llzoll).
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It is trivial to see that 3(.) is a strictly increasing continuous function. Conse-
quently,

1
lz(t)] < a—lx/ﬂ(onH) for all ¢t € ']I‘Qz,

which implies that the trivial solution of system (1) is uniformly stable. |

4. Conclusion

The intent of this paper is to develop some growth rate conditions on the
nonlinear perturbations, which provide a uniform asymptotic convergence of tra-
jectories, using the appropriate integral inequalities on time scales. Moreover,
we use the linear matrix inequality approach to infer the asymptotic stability for
perturbed time scale systems.
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