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Let H be an infinite dimensional real or complex separable Hilbert space.
We introduce a special type of a bounded linear operator T and study its
important relation with the invariant subspace problem on #: the operator
T is said to be subspace convex-cyclic for a subspace M if there exists a
vector whose orbit under 7" intersects the subspace M in a relatively dense
set. We give the sufficient condition for a subspace convex-cyclic transitive
operator T to be subspace convex-cyclic. We also give a special type of
the Kitai criterion related to invariant subspaces which implies subspace
convex-cyclicity. Finally we show a counterexample of a subspace convex-
cyclic operator which is not subspace convex-cyclic transitive.
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1. Introduction

Ergodic dynamical systems seem to be of interest for a few decades, with an
increasing number of papers appearing lately (see, for example, [1,2,5,9,14]), a
large number of them concerning convex-cyclic operators.

A bounded linear operator T" on an infinite dimensional separable Hilbert
space is convex-cyclic (see [13]) if there exists a vector z in H such that

o —

Orb(T,z) = {P(T)x : Pis a convex polynomial} is dense in H and the vector
x is said to be a convex-cyclic vector for T. A bounded linear operator T is said
to be cyclic if there exists a vector x in H such that the linear span of the orbit
[T, z] = span{T"x : n € N} is dense in H and x is called a cyclic vector. If the
orbit Orb(T,z) = {T"z : n € N} itself is dense in H without a linear span, then
T is called hypercyclic and z is called a hypercyclic vector. The operator T is said
to be supercyclic if the cone generated by Orb(T), z), i.e., COrb(T,z) = {\T"z :
A € Candn € N}, is dense in H and x is called a supercyclic vector [11,12].
In [4], it is mentioned that between a set and its linear span there is a convex
hull, from this we get that every hypercyclic operator is convex-cyclic and every
convex-cyclic operator is cyclic.

In this work, we want to modify the notions given above and introduce a new
concept of a subspace convex-cyclic operator. In our case the orbit of subspace
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hypercyclic, subspace supercyclic and subspace convex-cyclic under hypercyclic,
supercyclic and convex-cyclic operator respectively, intersected with a given se-
lected subspace, is dense in that subspace.

The paper is organized as follows. First, we define the concept of subspace
convex-cyclic operators and construct an example of a subspace convex-cyclic
operator which does not need to be a convex-cyclic operator (Example 2.3). Next,
we prove that being a subspace convex-cyclic transitive operator implies being a
subspace convex-cyclic operator. Then we show that a “subspace convex-cyclic
criterion” holds. To this end, we find an interesting relation between our new
operator and invariant subspaces. We also show, by giving a proper example, that
being transitive and fulfilling the above-mentioned criterion are not necessary
conditions for the operator to be subspace convex-cyclic. In the end, we present
some open questions concerning subspace cyclic operators.

2. Definition and examples

Let H be an infinite dimensional real or complex separable Hilbert space.
Whenever we talk about a subspace M of H, we will assume that M is closed
topologically. Let B(H) be the algebra of all linear bounded operators on H. We
start with our main definition. Recall that we say that P is a convex polynomial
if P has only non-negative coefficients adding up to 1, that is if P(t) = ap+ait+
ast? + -+ 4 apt™ for some n € N, with ag, a1, ...,a, >0, and Z:‘L:o a; = 1.

Definition 2.1. Let 7' € B(H) and let M be a non-zero subspace of H. We
say that T is a subspace convex-cyclic operator for M if there exists x € H such

that Olﬂf x) N M is dense in M, where

—

Orb(T,x) = {P(T)x : Pis convex polynomial}.
The vector zx is said to be a subspace convex-cyclic vector.

We will write M convex-cyclic instead of subspace convex-cyclic for M. More-

—

over, let us define CoC(T, M) := {x € H : Orb(T',z) " M is dense in M} as the
set of all subspace convex-cyclic vectors for M.

Remark 2.2. Note that M can be any non-empty subset, convex or not.

Example 2.3. Let T be a convex-cyclic operator on H and I be the identity
operator on H. Then T I : H&H — HPH is a subspace convex-cyclic operator
for a subspace M = H @ {0} with subspace convex-cyclic vector x @ 0.

In fact, since T is a convex-cyclic operator on H, so there exists € ‘H such

I

that Orb(T, z) is dense in H. Now we can consider T : HOH — HDH.
Let M :=H @ {0} C H and let there exist m := x © 0 such that

@)(T ®I,m)={P(T & I)m: P is convex polynomial}
={P(T)z & 0: P is convex polynomial} .
CH®{0} =M.
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And since O&T\,x) is dense in H, then @(T @I, (x®0)) NH® {0} is dense
in H® {0} =M, so we get that '@ I is a subspace convex-cyclic operator.

Remark 2.4. The above example shows that if the operator T is subspace
convex-cyclic, then T does not need to be convex-cyclic. To clarify it, let us recall
Propositions 2.5 and 2.6 from [13] and [8, Chapter 2] respectively. According to
usual practice (cf. [13]), whenever we talk about an operator on X (or Y) we will
assume that it is a bounded linear operator on a separable, infinite dimensional
Hilbert space X (or Y). By A, we also denote a linear functional in X*.

Proposition 2.5 (see [13]). Let T : X — X be an operator. If T is convex-
cyclic, then
LT >1,
2. sup{||T"|| : n > 1} = +o0,
3. sup{||T*"A| : n € N} = 400 for every A # 0in X*.

Proposition 2.6 (see [8]). Let S: X — X and T : Y — Y be operators. If
S @ T is hypercyclic, then so are S and T.

As we have mentioned before, every hypercyclic operator is convex-cyclic, so
Proposition 2.6 is of great usage here.

Remark 2.7. Clearly, T & I is not a convex-cyclic operator. In fact, assume
that T' @ I is convex-cyclic on ‘H & H, then, by Proposition 2.6, the identity
operator must be convex-cyclic on H, which is impossible, because the norm of the
identity operator is equal to one, and by Proposition 2.5, we get a contradiction.

3. Subspace convex-cyclic transitive operators

In this section we will define subspace convex-cyclic transitive operators and
we will show that they are subspace convex-cyclic operators. First we state
the classical equivalence of topological transitivity [3] and [8], also convex-cyclic
operators [4].

Definition 3.1. Let 7' € B(#) and let M be a non-zero subspace of H. We
say that T is M convex-cyclic transitive with respect to M if for all non-empty
sets U C M and V C M, both relatively open, there exists a convex polynomial
P such that U N P(T)(V) # ¢ or P(T)"1(U) NV # ¢ contains a relatively open
non-empty subset of M.

We use the ideas from [3,8,12] changing them to work for convex polynomial
spans and generalizing them to obtain the following.

Theorem 3.2. Let T € B(H) and let M be a non-zero subspace of H. Then

CoC(T, M) = | P(D)'(By),

j=1 PeP

where P is the collection of all convex polynomials and {B;} is a countable open
basis for the relative topology of M as a subspace of H.
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oo
Proof. Observe that z € () |J P(T)~(B;) if and only if for all j € N there
j=1PecP
exist convex polynomials P such that € P(T)~1(B;) which implies P(T)(x) €
B;. But, since {B;} is a basis for the relative topology of M, this occurs if and

o —

only if Orb(T,z) N M is dense in M, that is, x € CoC(T, M). O

Lemma 3.3. Denote by P is the set of all convex polynomials. Let T €
B(H) and let M be a non-zero subspace of H. Then the following conditions are
equivalent:

(1) T is M convex-cyclic transitive with respect to M;

(2) for each relatively open subsets U and V of M, there exists P € P such that
P(T)"Y(U) NV is a relatively open subset in M;

(3) for each relatively open subsets U and V of M, there exists P € P such that
P(T)"YU)NV # ¢ and P(T)(M) C M.

Proof. (3) = (2) Since P(T) : M — M is continuous and we know that U
is relatively open in M, then P(T)~}(U) is also relatively open in M. Now for
any relatively open V in M we see that W := P(T)~}(U) NV is relatively open
in M.

(2) = (1) Since for each relatively open subsets U and V, P(T)~Y(U)NV is
a relatively open subset in M, so P(T)"1(U) NV # ¢; now W := P(T)"Y({U) N
V' is relatively open in M, and T is M convex-cyclic transitive with respect to
M.

(1) = (3) By the definition of M convex-cyclic transitive operators, there are
U and V that are relatively open subsets in M such that W := P(T)~YU) N
V # ¢, and the set W is relatively open in M, and W C P(T)~}(U). Then
P(T)(W) C U and U C M, so we get that

P(T)(W) C M.

Let x € M. We must show that P(T)(M) C M. Take wyg € W. Since W is
relatively open in M and x € M, so there exists r > 0 such that wg +rz € W.
But P(T)(W) C M, that is,

P(T)(wo + rz) = P(T)(wo) + rP(T)x € M,
so P(T)(wg) € M and M is a subspace, thus
=t (=P(T)(wo) + P(T)(wo) + rP(T)(x)) € M,

that is, P(T)(z) € M. This is true for any x € M, and hence for P(T')(z) € M,
that is, P(T)(M) C M. O

Theorem 3.4. Let T € B(H) and let M be a non-zero subspace of H. If T
18 M convex-cyclic transitive, then T is M convex-cyclic.
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Proof. 1t is a direct consequence of the proofs of Lemma 3.3 and Theorem
3.2. O

Remark 3.5. It is natural to ask whether the converse of Theorem 3.4 is true
or not. We will answer this question later in Proposition 5.7.

4. Subspace convex-cyclic criterion

In this section, we introduce a type of the Kitai criterion [10], which is a
sufficient criterion for an operator to be M convex-cyclic. Also, we will relate
it with invariant subspaces and we will see that the converse of Theorem 3.4 in
general is not true.

Theorem 4.1. Let T € B(H) and let M be a non-zero subspace of H.
Assume that there exists X and Y, dense subsets of M, such that for every
z € X andy €Y, there exists a sequence {Py}r>1 of convex polynomials such
that

1. Py(T)x — 0 forallx € X,

2. for each y € Y, there exists a sequence {xy} in M such that z, — 0 and

3. M is an invariant subspace for Py(T') for all k > 0.

Then T is an M convez-cyclic operator.

Proof. To prove that T is an M convex-cyclic operator, we will use Lemma
3.3 and Theorem 3.4. Let U and V' be non-empty relatively open subsets of M.
We will show that there exists & > 0 such that P(T)(U) NV # ¢. Since X and
Y are dense in M, there exists v € X NV and v € Y NU. Furthermore, since
U and V are relatively open, there exists € > 0 such that the M-ball centered
at v of radius € is contained in V and the M-ball centered at u of radius e is
contained in U. By hypothesis, given these v € X and u € Y , one can choose k
large enough such that there exists xy € M with ||Py(T)v|| < §, |lzx]] < € and
| Pe(T)zp, — ul| < §. We have:

(1) Since v € M and x € M, it follows that v + x € M. Also, since
[0+ ax) — vl = [zl <e,

it follows that v + x is in the M — ball centered at v of radius €, and hence
v+ap V.

(2) Since v and zj are in M and M is invariant under Py (7T), it follows that
Pi(T) (v + z) € M. Also,

|PU(T) (0 + ) = ul < [ P(T) @)+ IPLT) (o) = ull < 5+ 5 = e

and hence Py (T)(v + x) is in the M — ball centered at u of radius €, and
thus Pp(T)(v + x) € U.
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So, by steps (1) and (2), T is M convex-cyclic transitive and by Theorem 3.4 we
get that v + xp € Pu(T)"H(U) NV, that is, P.(T)"*(U) NV # ¢, which means
that T is an M convex-cyclic operator. O

As we have mentioned before, most of the papers on convex-cyclic operators
use the Kitai criterion [10], which does not contain an analogue of our condition
3. We clarify the need of this additional condition in details in Example 5.2.

Theorem 4.2. Let T € B(H) and let M be a non-zero subspace of H.
Assume that there exist subsets of M, X and Y, of which only Y is dense in
M, such that for every x € X and y € Y there exists a sequence {Py}r>0 of
convex polynomials such that

(1) Py(T)x — 0 for all z € X

(2) for each y € Y, there exists a sequence {xy} in M such that v, — 0 and
BTz = v;

(3) X € N A7) (M).

k=1
Then T is an M convez-cyclic operator.

Proof. We will use the idea from [11]. Let {{;}72, be a sequence of positive
numbers such that

(o)
li 1€ ;| =0.
fim J& + Z &) =0
i=j+1
In fact, from condition (1), for all A; > 0, || Py, (T)(x)|| < A;, and from condition
(2), for all ¢ > 0, || Py, (T)(z5) — yjll < ¢j-
So, we can define a sequence of positive numbers {¢; };’021 as follows: & = \;

fori=1,2,...,7,and & =¢; fori =5+ 1,... such that

oo
lim (j&+ > & | =0.
Jj—o0 i1

Since H is separable, we can assume that Y = {y;}32, for some sequence {y;}72,.
We can construct the sequences {z;}72; C X and {k;}32; by induction. Let z1 €
X and k7 be such that

[zl + [ Pry (T) (1) =l < &

For each j, choose k; and z; € X such that
251 1By (T) @) | + 1| P (T) () | + M| Py (T (25) = 5]l < &5

o0
> x;, and then z is well

o0 [e.°]
for all i < j. Since > |lzi]| < > &, we can let x =
i=1 i=1 i=1

defined.
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From condition (3), for every j, we have Py, (T)(x) € M and

j—1 00
1P, (T)(@) — sl = [Py (T) (@) — s + 3 Piy(T) (@) + 3 Py (D))
i=1 i=j+1

Jj—1 00
< [Py (T)(5) — w5l + > P, (D) (@) | + D 1P, (T) (i)
i=1

i=j+1
o0
<j&G+ Y &G

i=j+1
Thus,

j—o0
that is, there exists x € X C M such that O@x) N M is dense in M. Then
T is an M convex-cyclic operator. O

Remark 4.3. Notice that in Theorem 4.2 the set X is not dense in M.

Similar to Theorem 4.1, in the previous theorem conditions (1) and (2) are
not sufficient for 7' to be an M convex-cyclic operator, which we will show in
Example 5.2 in the next section.

5. Examples

Before we start this section, we need some notions. Let (n); and (my)32,
be increasing sequences of positive integers such that ng < my < ngy1 for all k.
In /P, p > 1, denote by {e,}72 , the canonical basis for /7, and let B, Be,, = e,_1,
be a backward shift operator. Consider the closed linear subspace M generated
by the set {e; : ny, < j < my, for some k > 1}. If we set ni, = {0,3,9,27,30,--- }
and my = {1,4,13,28,37,---}, then we obtain

M := Lin{eg, e1, €3, €4, €9, €10, €11, €12, €13, €27, €28, €30, €31, - - - , €36, €37, - - - }-

Example 5.1. Let S be a linear operator on #F, p > 1, defined as Se,, = %€n+1.
Let {n;}72, be an increasing sequence of positive integer numbers such that ng =
0 and ngiq > 2 Zle n;. Let Ly = My = Lin{ep} be a linear space generated by
eo, L1 = S Mo, My = My @ L;. In general, let Ly = S™ 1 My, My =
M @ L. Define

M= JM:.

k>0

By induction, it is easy to show that M, C Lin{e; : j < Z?:o n;}, and

k+1
Lyy1 C Lin {ej g1 < J < an} .
i=0
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Thus, if z € M, then z(j) = 0 for all an < J < Npyr.
=0
As a special case, for more clarity let no = 0 and since

k
Ngy1 > 2 Z Ng,
1=0

we can suppose that

0
n1:n0+1:1>22ni:n0:0,
=0
1
ny=mniy=3>2) ni=2mng+m)=20+1)=2,
=0
2
ng=mngy1 =9>2Y n;=2(ng+mn +ng) =2(0+1+3) =38,
1=0

ng=mnaq =27>2Y n; =26
=0

So, {ni}2, =1{0,1,3,9,27,...}. Then,

L(] = M(] = Lin{eo},

L1 = 8™ (Mp) = S (Mg) = S(aeo) = %61 € Lin{e},
M =Mo® L = Lin{eo} + Lin{el} = Lin{{eo} U {61}} = Lin{eo, 61},

L2 = SnQ(Ml) = S?’(Ml) Sg (a160 + @261)) 23 24
My = My @ Ly = Lin{eq, e1} + Lin{es, e4} = Lin{eg, e1, €3, e4},

Ly = Sn5(M ) = SQ(MQ) = 9 (oqeo + ager + agzes + 06464)

o
= 2; eg + 21% e10 + 213; e12 + 213 —ize13 € Lin{eg, e10, e12, 13},

M3z = My @ L3 = Lin{eo, e1, €3, e4} ® Lin{ey, €19, e12, €13}

= Lin{eo, e1, €3, €4, €9, €10, €12, €13}

63 —|— 64 S Lln{eg, 64},

and so on for k = 4,5,..., we see that
0+1
L1 = L0+1 g Lin{ej L No+1 S ] S an} = Lin{el},
i=0
141

L2 = L1+1 g Lin{ej T N141 S] S an} = Lin{ej;3 S ] S 4},
=0
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241
Ly =1Lyy1 CLin{ejing1=9<5 <Y ni=0+1+3+09},
=0
= Lin{e;;9 < j <13}

Also

1
MiC{ej:j<y mi=0+1},
=0

2
My Clej:j<> mi=0+1+3=4},
=0
3
Mg C{ej:j<> mi=0+1+3+9=13}.
=0

Also notice that es ¢ Moy, and eg, €5, €g, €7, s, €11 ¢ Mg which can be represented
by the following conditions: if x € M and M = |~ My, then for k = 1, we
have z(j) = 0 for Zf:o n; =1<j <3 =mngs; and for k = 2, we have z(j) =0
for Zf:o n;=4<j<9=ngy1. Thus we can define My, M, and Lj as above,
which satisfy all conditions of Theorem 4.2.

Example 5.2. Let B be a backward shift operator, and M be a closed subspace
defined as in Example 5.1. Then the operator T' = 2B satisfies the first two
conditions of Theorem 4.2, but T is not an M convex-cyclic operator.

Proof. Let Y = (yj);il C coo[ )M be a dense sequence in M. Then there
exists an increasing sequence (kj);; such that y; € My,,i < j.
Let X := Y {S™iy; : i>7}.
i>1
[e.@]
Now we will verify that T" with X,Y and (Pnk> X a sequence of convex poly-
i) =
nomials, satisfy the first two conditions of Theorem 4.2.
(1) Let z € X be an arbitrary element. Then we will show that P, (T)x —
0. Since x € X, then there exists j > 1 such that x := S™y; . For ¢ > j, we

1
choose ny, large enough such that —— — 0. Since B is a backward shift operator,

AR
we have

1 o

. AX

Poy, (T)(@) = Pay, (T)S™y; = Py, (T) gy, = > i L Y,
A=0
j+nki—l 1 N
A pA A pA
= o, Z ax2'B (yj+nki)+ﬁ Z ax2" B (Yjtny, )

A=0 )\:j-‘rnki

Jtng,—1

= znkz Z aAQ/\BA(yj‘i‘nki) + 0—0
A=0
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because ny, is large enough for i > j. So, for all x € X, P, (T)x — 0.

(2) For each y € Y C cpo[ )M, we must show that there exists a sequence
(Th;)i2y in X == | {S™iy; 1i > j} such that zy,(y;) — 0 and Py, (T)zk, — y.

Jj=>1

Since y € Y = (yj);il, then there exists j > 1 such that y = y; and y; €
coo [ ) M. So, there exists k; such that y; € My, for j <i. But My, = My, _1 @
Ly, , so there exists xy, € Ly, such that y; = y;—1 + x,, and Ly, = S™*i (My,_1)
and ¢ > j, thus x;, € X. Hence, the existence of the sequence (x,);-; in X is
proved.

We have xy, = S™i(y,) = g’%iijrnki as ki — oo and (y;) € coo then ny, —
oo and xg;, — 0.

Show that Py, (T)xk, — y. Since

1
Pnki (T)zy, = Pnki (T)S™*i (yj) = Pnki (T)yj-f—nki o,
= Z QAWTA(yj-&-nki) = Z ot a)\2)\B)\(yj+nki)
A=0 A=0

ag ap
= onw, Yitnk + o, Yitne,—1 + ot an,y;  as ki — oo,

then P,, (T)xr, = yj = y.

Thus the first two conditions of Theorem 4.2 are satisfied.

It remains two show that 7" is not an M convex-cyclic operator. Suppose that
T is an M convex-cyclic operator with M convex-cyclic vector x € M. For an
arbitrary k;, there exists m such that P, (T')z € M, where

k;
m > ZnA. (5.1)
A=0
One can choose [; > k; such that
l;
N1 — ) Nk, > 2m. (5.2)
n=0

This implies that

I I
E ny, < E ny+m<ngpp—m,
pn=0 pn=0

SO
Znu <npy1 —m < N4 —m+ Zn#. (5.3)
©n=0 pn=0

From Equation (5.1), we get that —m + Z;kfzo n, has a negative value, so

l; ki

Znu <np41—m<ngp1—m+ Znu < Np41- (5.4)
pu=0 n=0
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Equation (5.4) gives us
l;
Znu +m < npp <npger+m,
n=0
so there exists some positive integer r such that
l;
Znu +m<r<n;y+m, (5.5)
n=0

that is,
l;

Znu <r—m<ng41.
n=0
Now, from Remark 4.3, if x € M, then z(r —m) = 0 for all
l;

Znu <r—m<ng41.
=0

So, for r satisfying Equation ( 5), we get

P, Za,\T)‘ Zaﬂ z(r—X) =0.

By the construction of M, it is easy two see that M = @qzo S"a M, for some

increasing sequence (nk ) such that nj, = 0 and

=0
nkq+1fnq72nu>2m, q>0.

Now, for all

ki
nquTSnkq‘i‘Znu, QZL
n=0
we have
P,, Za,\T’\ Zaﬂ/\ r—\) € Lin{eg,e1,- -+ ,ex} S M,
where 0 <1 — A < Z,f:o”u =k forall A\ =0,1,--- ,ng,.

For some = € X, we get Py, (T)z ¢ M ,ie., z € X, but x ¢ Py, (T)""(M). O

To explain the above proof numerically, let ng, = {0,1,3,9,27,---}, es € X
since 2%e; = S3(e1) as 3 > 1. We have

Py, (T)(eq) = 2%ages + a1Tes + asT?es + - - - + an, T ey
= apeq + ajes + ages +aser +ageg +0+0+---+0
€ Lin{eg, e1,e2,e3,e4}, but es & M.
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Example 5.3. Let A € C such that |[A\| > 1, and consider T' := AB, where B
is a backward shift on £2. Let M be a subspace of £2 consisting of all sequences
with zeros on even entries: M = {{an}j’fzo € (% : a9, = 0 for all k} . Then T is a
convex-cyclic operator for M.

Proof. We will apply Theorem 4.1 to give the alternative proof. Let X =
Y be the subsets of M consisting of all finite sequences, i.e., the sequences that
have only a finite number of non-zero entries. This clearly is a dense subset of
M. Let Py(T) := T%, where { P };~1 is a sequence of convex polynomials.

Now let us check that all three conditions of Theorem 4.1 hold. Let x € X.
Since x has finitely many non-zero entries, then Py(7T)z will be zero for large
enough k. Thus condition 1 holds.

Let y € Y and define x := /\%S%y, where S is a forward shift operator on
¢?. Each z}, is in M since the even entries of y are shifted by S?* into the even
entries of xy. We have |zg| = ﬁHyH, and thus it follows that z; — 0 since

|A| > 1. Also, because

PUT) () = T () = (AB)* () = 0B 387y =y,
we have that condition 2 holds.

Condition 3 also holds. It follows from the fact that if a vector has zeros on
all even positions, then it will also have zero entries on all even positions after
the application of the backward shift any even number of times. Therefore T is
a convex-cyclic operator on M. O

Remark 5.4. There is a relation between M convex-cyclic operators and in-
variant subspaces. As we see in Theorem 3.2, M is invariant for Py (7T) for all k,
also in Example 2.3 it is invariant for Py(T) whenever k = 1. But the converse is
not true, i.e., if for all k, P (T") is an M convex-cyclic operator, then M does not
need to be invariant under Py (7)) as in Example 5.3 for £ = 1. But the subspace
M is invariant under the M convex-cyclic operator for T2,

The following two lemmas show that an M convex-cyclic operator does not
need to be M convex-cyclic transitive. We use the arguments similar to those
in [12]. Remind that M is a closed linear subspace generated by the set {e; : n; <
j < my for some k > 1} for given (arbitrary) increasing sequences of positive
integers (ng)3>, and (my)g2, such that ny < my < ngqq.

Lemma 5.5. If supy>(my —ng) = oo, then T = 2B is an M convez-cyclic
operator.

Proof. Let Y = (y;)72; C cooNM be a dense subset of M. Since supy,>; (mg—
ng) = oo, for y; there exist k1 and Ny such that

]yl\ < Mgy < N1 < N1+ |y1‘ < Mg, -

By induction, it is easy to see that there exist increasing sequences (N;)52; (k;)32,
such that for every fixed j > 1 we have:
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Loyl < ng, < Nj < Nj+ |yi| <my, forall 1 <i<j,

2. Nj—Ni>nkj forall 1 <1i<j.

Let

X = U{SNiyj 1>}
Jj=1

It is clear that X C M. Verify that 7, X, Y and (IV;)32, satisfy all conditions of

Theorem 4.2, and hence T is an M convex-cyclic operator. Owing to Example
5.2, conditions (1) and (2) hold. It is enough to check that

Xc ﬁ Py, (T)"H(M).

J=1

Let # = SNiy; € X, where i > j. For every [, consider Py, (T)(x). If I > i, then

N Ni—1 N,
N, (T)(z) = Za,\T)‘:v = Z axThz + aNiTNia: + Z axT
A=0 A=0 A=Nij1

N1—1
= Z a,\TAw +an,y; + 0,
A=0

and since T' is a backward shift operator and = = SNiyj,

N1

pn(T)(z) = Z axS™N Ty + any;-
A=0

It follows from
N;—A>N; — N;_4 > N, and N; — N;_1 <Ni—)\+|yj‘ <Ni+’yj| < Mg,

that ng, < N; — A < myy,,. Hence

Ny
v (T)(z) = Z a SNy + an,y; € Linfe, 1 ny, <7 <my} + M C M,
A=0

that is, pn,(T)(z) € M. Thus, = € pn,(T) "1 (M).
If [ <, then

N N N,
p(T)(z) = Z axThz = Z axS = Z axSNy;.
A=0 A=0 A=0

But

Ni_)\ZNi_Nl>nki and Ni—ngNi—)\—Hyl]<Ni+|yl|<mki.
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So, ng, < N; — A < my,. Hence

N,
N, (T)(z) = ZaASNF)‘yj € Lin{e, : ng, <r <my,} C M,
A=0

and thus z € py, (T)~* (M) . If | =, then

Nl Ny
N, (T)(z) = ZaAT)‘ac = Z aT*z + aNlTNl:U
A=0 A=0
N1 N1
= > xSV Ayy) +am SN () = Y anSN A () + an (y))-
A=0 A=0

Since
N;i—A>N;, — N;_1 > Nki and N; — Nj_1 < N; — A+ ]yl] < N; + \yl| < mg,,

then ng, < N; — A < my,.

Hence
N1
P (T)(x) = > axS™ " y;) + an, (y;) Lin{e, : ng, <r <my} + M C M.
A=0

That is, x € pn,(T) ™! (M) . Consequently, T satisfies all conditions of Theorem
4.2, s0 T is an M convex-cyclic operator. ]

Lemma 5.6. Ifsupy>(niy1—mg) = oo, then T = 2B is not M convez-cyclic
transitive.

Proof. Suppose that T = 2B is M convex-cyclic transitive. Let U and V
be two non-empty open subsets of M and suppose that there exists a positive
number m such that U N P,,(T)~'V contains an open subset W of M. For z €
W, there exists € > 0 such that if y € M and || — y|| <€, then y € W since W
is open.

Since supysq(ng+1 — my) = oo, then 35 € Z*such that njp1 —m; > m. It
follows from He_njHH < land e < e that ||%eenj+1|| <'e. So, ||a:—(x+%eenj+1)|| <
€. Now consider y := x + en].+1%e € M and ||z — y|| < e. Since y € M, then y €
W CUNP,(T)"V, and y € P,,(T)~'V which means P,,,(T)(y) € V and

Po(T)(y) = P(T) (;1: + ;er(T)enjH) _ Pm(T)(:U)—i—%er(T)enjH eV M.

Then we get that P, (T)en,,, € M, which is a contradiction because

m m
Pr(T)en,, = Za,\TA(enHl) = Zaxenﬂl_,\ € Lin{e, :n; <r <m;} C M.
A=0 A=0

That is, nj11 — A < mj and nj; 1 —m < njy1 — A < mj. This contradicts the
fact that nj 1 —m > m;. O
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Proposition 5.7. If

sup(my — ng) = sup(ng41 — mx) = 00,
k>1 k>1

then T = 2B is an M convex-cyclic operator, but T is not M convex-cyclic
transitive.

6. Open questions

We end our paper with some open questions on M convex-cyclic operators.
Bourdon and Feldman [6] proved for hypercyclic operators that somewhere
dense orbits are everywhere dense. Thus it is natural to ask:

Open question 1. If any orbit of an M convex-cyclic operator in M is
somewhere dense, then does it imply that it is everywhere dense in M?

Open question 2. Does there exist an M convex-cyclic operator for M such
that Py(T)(M) C M does not hold for any k?

H. Rezaei [13] introduced convex-cyclic operators, and N. Feldman and P.
McGuire [7] characterized completely such operators on finite dimensional vector
spaces. We can also ask:

Open question 3. If H is a finite dimensional vector space, then is there an
M convex-cyclic operator for every subspace of H?

Open question 4. If T': H — H is an M convex-cyclic operator acting on a
Hilbert space H, then is T an M convex-cyclic operator for every integer m >
17
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ITpo mianmpocTOpoBi ONYyKJIO-IIUKJIIYHI ollepaTopu

Jarostaw Wozniak, Dilan Ahmed, Mudhafar Hama, and Karwan Jwamer

Hexait ‘H € HeckiHUeHHOBUMIpHWM [TiliCHUM ab0 KOMILIEKCHUM TiIb0Oeo-
TOBHM IIPOCTOPOM. YBEJEHO CIIEIiaJbHUN TUI O0OMEXKEHOro JIHIAHOTO Ore-
patopa T i mocCiTKeHO HOTO BasKJIMBUM 3B’SI30K i3 mpobseMoio iHBapiaH-
THOT'O IMiIIPOCcTOpy B H: oneparop 1 HA3MBAETHCH IiAIIPOCTOPOBO OIIYyKJIO-
IUKJIYHAM JJIs TmpocTopy M sKino icHye BeKTop, opbiTa sIKOTO BiJIHOCHO
T meperunae mianpoctip M y BiiHOCHO miiibHI MHOXKUHI. Hagano mocra-
THIO YMOBY JIJIsI TOTO, 1100 i IIIPOCTOPOBO Oy KJIO-TUKIIYHUN TPAH3UTUBHAN
omepaTop 1" OyB MiAIPOCTOPOBO OMYKJIO-IUKJIITHAM. TaKOXK HAJAHO CITEITi-
agpHuit Tun kputepito Kural, moB’a3anoro 3 iHBapiaHTHUMH ITiAITPOCTOPAMH,
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3 SKOT'O BHUTIKA€ MiJIIPOCTOPOBA OMYKJIO-IIMKAidHicTh. Hanpukinmi waBoau-
ThCsI KOHTPIPUKJIAJ i IITPOCTOPOBO OIYKJIO-IIUKJIIYHOIO OIlepaTopa, 1o He
€ TATPOCTOPOBO OMYKIO-IUKIITHIM TPAH3UTHBHUM.

KirrowoBi cjtoBa: eprojutini AMHAMIYHI CUCTEMU, Oy KJIO-IIMKJIiHI onlepa-
Topu, KpuTepiit Kurtal, onmyKJIO-IUK/IivYH] TPAH3UTUBHI OllepaTOpH
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